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ABSTRACT. In this paper we present a survey concerning uncon-
strained free boundary problems of type

Fy(D*u,Vu,u,z) =0 in B; N,

Fy(D*u,Vu,u,z) =0 in By \ Q,

u e S(Bl),
where Bj is the unit ball, Q is an unknown open set, F}, Fy are
elliptic operators (admitting regular solutions), and S is a functions
space to be specified in each case. Our main objective is to discuss
a unifying approach to the optimal regularity of solutions to the
above matching problems, and list several open problems in this
direction.

1. INTRODUCTION

1.1. Background. Free boundary problems arise naturally in a num-
ber of physical phenomena. The common theme in these problems is to
find an unknown pair (u, €2), where the function u solves some equation
outside 0f (the free boundary), and some global conditions determine
the behavior of u across 0f).

Most of these problems fit into two categories: the class of obstacle-
type problems, and the Bernoulli-type ones. It is worth noticing that
there are several other free boundary problems, such as free boundaries
in porous medium equations, curvature related problems, and so on.
However in this note we focus mainly on obstacle-type problems, and
just mention in passing the Bernoulli-type ones.

1.2. Obstacle problems. The prototype model for the first class of
problems is given by the classical obstacle problem

IIl’ClIl/ |Vol? K:={veW"(B): v>v,vlss =g}, (1.1)
B1

where By is the unit ball, ¥ : By — R and g : 0B; — R are smooth
given functions, and 9|9, < g. This class of problems is very well
described in the book [28]|, and we refer to it for more details and
references.
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It is well known that if u is the unique minimizer to the above prob-
lem, then it solves

Au=0 in {u >} NB.

It is possible to prove that solutions to this problem belong to W??(B)
for any p > 1, and because WP functions are twice differentiable a.e.
when p > n, one deduces that Au = At a.e. on {u = 1}. Hence the
obstacle problem can be rewritten as

Au = Aw X{u=1} in Bl.

with the additional (global) information u € W2?(By) for all p € (1, 00)
[28, Chapter 1, Section 3|. Notice that because Au jumps from the
value zero inside {u > ¥} to the value Ay on {u = ¥}, the second
derivatives of v cannot be continuous in general. However, it is possi-
ble to prove that u € O, and starting from this fact one can show the
regularity of the free boundary 0{u > 1} |7, 9] (see also |28, Chapters
2-8]).

1.3. Bernoulli problems. Bernoulli-type problems are free boundary
problems with a transition conditions across the free boundary. The
archetype for this class of problems is

m/cm/ IV + X (w0} K:={veW"B): vlss, =g}, (1.2)
By

where g may take both negative and positive values. Solutions to this
problem satisfy

Au =0 when u # 0,

with a transition condition on the free boundary {u = 0} that can be
derived formally in the case of a smooth free boundary and reads

() = (u)* = 1.

Here v denote the normal derivatives in the inward direction to {+u >
0}, so that u are both nonnegative.

Because of the jump in the gradient along the free boundary, the
optimal possible regularity is Lipschitz.! This regularity is indeed true
[13, Chapter 6], and again regularity of the free boundary can be shown
[13, Chapters 3-5]. We refer to the book [13] for more details and ref-
erences.

Tt is worth noticing that classical PDE theory usually deals with regularity of
type W*P or C%* with 1 < p < co and a € (0,1). On the other hand, free
boundary problems give rise to integer-order regularity (C%! in this case, or C'1!
in the obstacle problem), and as such these regularities are much harder to obtain,
since classical techniques usually fail in such scenarios.
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1.4. Obstacle-type problems. The aim of this note is to focus on
the first class of problems, although an analysis (rather a discussion,
since the second class of problems seems much harder to handle) similar
to the one performed here could be done also for the second class. The
basic idea is that solutions to the classical obstacle problem solve the
system

Au=0 in B1 N Q,

u=1 in By \ Q,

u e W?P(By) Vpe (1,00),

where Q@ = {u > 9}. However, in the system above we can neglect
the information that {u > ¢} inside Q and just ask ourselves what
is the regularity of w if €2 is some arbitrary open set (in particular, u
could be less than 1 in some regions of €2). This problem is related
to free boundaries in potential theory and as shown in the discussion
of Problem A in [28], even if we are losing some information, under
the assumption that ¢» € C*! one can still prove that solutions to this
problem are C'!, and an analysis of the free boundary can still be
performed.

One may now try to go further and replace the Laplacian by a fully
nonlinear operator. Actually, also the condition u = 1) can be seen as
a degenerate PDE, as we shall see below.

Our goal here is to present a general class of free boundary problems
as a matching problem. This matching is across an unknown (free)
boundary, in the sense that one is looking for a function which satis-
fies two different conditions in disjoint domains but with some global
information about how the values of the function in the two domains
should match. Such matching problems can be represented in a very
general form as

Fy(D*u,Vu,u,x) =0 in B;NQ,
Fy(D*u,Vu,u,z) =0 in By \ 9, (1.3)
u < S(Bl),

where  is an unknown open set, F; (i = 1,2) are elliptic/parabolic
operators, and S(B;) is some function space to which u should belong.

This general setting includes as special cases several important prob-
lems, for instance:

- The classical no-sign obstacle problem, that includes the classi-
cal obstacle problem as particular case: F; := Au—1, I := u,
S(Bl) = WZ’n(Bl) [4, 28]

- The general no-sign obstacle problem for fully non-linear op-
erators when ¢ € CY!: Fy := F(D?*u) — F(0), where F is any
convex fully-nonlinear operator, Iy := x{|p2u/>c,} (since on the
contact set | D?u| = |D%*)| < Cp), and S(By) = W>"(By) |20].
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The global W2™ assumption on u is motivated by the theory developed
in [10] (see also [22, 12, 28]) and it is crucial for regularity, as it implies
that the two equations are not unrelated. In both cases one can prove
optimal regularity for the solution, namely u € C*!. However this op-
timal regularity result is specific to the structure of these two problems
and cannot be true in general, as the following examples show.

Example 1.1. In [2| the authors construct an interesting example of
a function u which is not C*' and solves

Au = —X{u>0} mn Bj.

This function is a solution to the above problem with Fy(D?*u) = Au+1
in Q= {u > 0}, and F5(D?*u) = Au in By \ Q. Moreover Q) is a level
set of u, but the CY! reqularity fails. Notice that by elliptic reqularity
u € C'llo’?(Bl) for any o < 1, and actually the second derivatives of u
belong to BMO.

For systems, Nina Uraltseva gave the following simple example: S(z) :
2%log|z|, z = & +iy. The real and imaginary parts of S satisfy (up to
a multiplicative constant) Au; = T (i =1,2), but they are not C1'.

The examples above suggest that in general we cannot expect C'11-
regularity of solutions, unless we restrict the problem into a smaller
class of equations; this is illustrated in a few cases below.

Notice that in Example 1.1 although the solution is not C*! their
second derivatives belong to BMO as a consequence of classical elliptic
regularity (see, for instance, the appendix in [21] for a proof of BMO
regularity for elliptic and parabolic fully-nonlinear equations). Never-
theless, we do not expect this fact to be true in general for solutions to
(1.3), and it would be interesting to understand under which assump-
tions such BMO regularity holds.

We conclude this section by noticing that in the book [27, Chap-
ter VI, Section 5] (see also [26]) there are discussions and few results
on “overdetermined” problems with matching Cauchy data. However,
there the free boundary is a priori assumed to be C' and the authors
derive higher order regularity, while here we want to start with much
less regularity for the solutions and without any regularity assumption
on the free boundary.

A similar type of problem is the one of “matching Cauchy data” from
one side of a domain?

F,(D*u;, Vu;,u;,z) =0 in By NQ, (i=1,2)
U = Uag, in Bl \ Q, (14)
U1, Ug € W2’R(Bl),

2Notice that formally, if u; = us in the complement of €, then their gradients
agree there and we are saying that u; and us are functions solving some nice
equation inside €) and satisfy both u; = us and Vu; = Vug on 02 N By.
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with F; “nice” elliptic operators, Fy(M,p,z,x) # Fo(M,p, z,x) for all
(M, p, z,x) (so that in particular u; # us in §2), and one may ask both
about the regularity of solutions and that of 9{2. A simple example of
such a problem in the linear case is the following;:

FI(DQUh Vulauhﬂﬂ) = Auy, Fz(DQUm VU2,U271‘) = Auy — 1,

in By N ). Then u = uy — u; satisfies Au=11in QN By, and u = 0
in B; \ Q. As mentioned before, in this case u € C'!, and starting
from there one can obtain regularity for the free boundary (under some
thickness assumptions of the complement of ) as in [11]. However,
for the nonlinear problem one needs a different approach as one cannot
subtract u; and us, and to our knowledge there are no results in this
direction.

2. OPTIMAL REGULARITY FOR UNCONSTRAINED PROBLEMS

2.1. The double obstacle problem. The constrained variational prob-
lem, known as double obstacle problem, is given by

m}cm/ |Vu|? K:={veW}?: ¢ <v<ihl. (2.1)
B

Notice that in the particular case of 1)y = 400 the problem reduces to
the classical obstacle problem which is more or less very well understood
[7, 9]. Notwithstanding this, a huge number of interesting applications
in diverse areas in analysis have arisen in the recent years; among
them are the theory of quadrature domains, and related problems such
as Laplacian growth, algebraic droplets of Coulomb gas ensembles, po-
tential theoretic equilibrium measure and its random matrix models
(see [18]).

The double obstacle case, however, is much less studied; this depends
on less developed appropriate technical tools, and (probably) on the
fact that it has been considered as an “easy” generalization of the one-
sided obstacle problem. This is of course the case if one considers the
problem at points away from the part of the free boundary that is
“sandwiched” between both obstacles.

Here, we want to show how it is possible to restate this problem in
a form that allow us to deduce regularity of solutions as a corollary
of general results for unconstrained problems. As we shall see, it is
actually possible to replace the Laplacian by a fully nonlinear operator
and still get optimal regularity.

Before passing to fully nonlinear operators, let us make the following
observation: assume that u solves some equation of the form

F(D?*u, Vu,u,z) =0
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and suppose that u € CY%(B;) for some « > 0. Then, if F is at least
Holder continuous in the variables (Vu,u, x), the operator

G(M,z) = F(M,Vu(z),u(z), z) in By

is independent of u and Vu, and is Holder continuous in the x variable.
This is to say that when it comes to prove high enough regularity (say
C11) one can assume that the operator is independent of u and Vu,
since the above argument allows one easily to reduce to that case.

Thus, we fix two functions ¢, < 1) of class C™!, and consider the
solution of the problem

max{min{—F(D*u,z),u — ¢¥1},u— ¢} =0 in By

with 11 < u < 1y on 9B;. Here F is a fully nonlinear operator (that
one could make depend also on u and Vu, if desired) and this equation
is to be understood in terms of viscosity solutions [10]. By standard
theory [10] one can show that any solution belongs to W™, and that
on the contact set {u = 1} (resp. {u = 1)}) the value of F(D?u,x)
is given by replacing D*u with D%y, (resp. D). Hence, one can
rewrite the above equation as

F(D?u,x) = F(D*{1, ) Xju=yp} + F(D*V2, 1) Xfumprpy) 0 1(91, |

2.2

along with the constraint ¢¥; < u < 1. Since the right hand side is

bounded, by classical theory for fully nonlinear equations one deduces

that u € W2P(B;) for any p € (1,00) (actually, D*u belongs to BMO,

see for instance the appendix in [21]), hence u is twice differentiable
a.e. We then notice that, if we set Q := {¢; < u < )9}, u solves

F(D*u,z) =0 in QN By,
and
|D2U| S C() in B1 \ Q,

(since there D?u is equal to D*y; or D*y). Hence, as a corollary of
the results in [20] (see also |25]) we conclude that u is of class C!
inside By ;. More precisely, the following theorem holds:

Theorem 2.1. Let F(M,x) be a fully-nonlinear uniformly elliptic op-
erator satisfying

[F(M,x) = F(M,y)| S (1+[M]) |z —y|* (2.3)

for some a > 0. Assume that F(-,x) is either convex or concave, and
that 11,1, € CYL. Then for any solution u to equation (2.2) one has
u € C(By2), where the C*' norm of w in By s depends only on the
data and ||u||Le(B,)-
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2.2. Matching regularity. A general question (that includes the above
discussion) is the following;:

Let u : By — R belong to some function space S(By) (to be specified).
Suppose that u solves a PDE in QN By, has some smoothness in By \ 2,
and the PDE is of such character that it implies the same smoothness
in Q. Can we expect that u enjoys such a regularity also across 027

Let us formulate this problem in some concrete examples.

Example 2.2. Consider the problem

F(D*u,x) =0 in By N,
Vu e C* in By \ Q, (2.4)
u € WQ’n(Bl),

where o € (0,1) and F is a "nice” uniformly elliptic fully nonlinear
operator. Then we ask whether u € CH*(By ).

The above question is nontrivial already when F' = Awu. Notice that
if instead of saying that Vu € C* one knows that D*u € LP(B; \ Q)
for some p > n, then F(D?u,z) € L? in By and the W?? regularity of
u in By, follows immediately from elliptic regularity [8].

Similar questions can also be asked for more degenerate operators of
the form |Vu|"F(D?u,x) that are known to satisfy interior C1# esti-
mates [24].

Example 2.2 is just a simple illustration of some questions that nat-
urally include several free boundary problems as a special case. For
instance, consider again a W?" solution of the no-sign obstacle prob-
lem

Au X{u#y} = 0.3 (25)

If p € O then the regularity of u can be seen as a particular case
of (2.4) above with Q = {u # ¢}. More generally, one may ask for
regularity of solutions under other regularity assumptions on .

We think that a better understanding these problems would be ex-
tremely interesting not only for the applications to free boundaries, but
also because their study could lead to the development of new inter-
esting techniques.

380 far, this seems to be the most general formulation of obstacle-type problems
that encompasses many known free boundary problems. Notice that this formula-
tion (in the viscosity sense) does not require any a priori regularity of ¢ besides
continuity.
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A different direction worth pursuing would be to strengthen some of
the conditions on u and ask for higher regularity. We illustrate this
with another example.

Example 2.3. Consider the solution to

F(D*u,x) =0 in B;NQ,
|F(0,2)] <zl in BiNQ (2.6)
u < W2’n(B1).

where o € (0, 1], and assume that
|D?u(z)| < |x|® a.e. in By \ Q. (2.7)

Then we ask whether u is C*P at the origin for some B > 0, that is,
whether there is a second degree polynomial P(x) such that

lu(z) — P(z)| < |x|*™? Ve B.

In this particular case, the answer to this question is a consequence
of the results in [8]. More precisely, assuming for simplicity that
F(D?u,z) = G(D*u) — f(x) with G(0) = 0, the above assumptions
imply that

G(D?*u) = f
with
|f(@)] < ||

Then, if G is uniformly elliptic and either convex or concave, [8, Theo-
rem 3| implies the C*? regularity at the origin for any 3 < min{a, ap},
where C? is the regularity for the clean equation G(D?u) = 0.

To show a simple case where this result can be applied consider
the no-sign obstacle problem for the Laplace operator: assume that
Y € C?%(By) and let u € W2 solve

At X{uzy} = 0.

Then v := u — v is a solution of

Av=—-Avy in BN,

v=20 in By \ £,
with Q := {v # 0}. Then v is universally C! in By, and we can
distinguish two kind of points, depending whether Av)(xy) # 0 or not.
In the first case we are at the so-called “non-degenerate points” which
are the ones where regularity of the free boundary can be proved (see for
instance [9, 28]). When Avy(zq) = 0 then |Ap(x) — A(xo)| S |z —x0]|®
and the above discussion implies that u € C%7 at x, for all v < a.
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3. SYSTEMS AND SWITCHING PROBLEMS

3.1. Optimal switching problems. Optimal switching problems, where
a state is switched to another state for cost reduction or profits, corre-
sponds to obstacle/constrained problems where vectorial functions are
involved.

Switching problems have recently attracted a lot of attention in
mathematical finance and economics, where uncertainty related to eval-
uation of investment projects affects decisions. Such problems also
arise in the optimal control of hybrid systems and in stochastic switch-
ing zero-sum game problems; see for instance [19, 6, 17| and references
therein. For applications to starting-stopping problem and finance, we
refer the reader to [23, 15].

Assuming as before that our operators do not depend on v and Vu,
the problem of optimal switching for two-states are formulated in terms
of viscosity solutions to the following system of equations (in By, say):

{ ming_Fl(DZUMx)aul — (ug — 201)% =0, (3.1)
min{ — Fy(D?ug, 1), uy — (uy — 1g) } = 0. '

Here as usual F; are nice elliptic operators, ¥; + ¥9 > 0, and both
11 and 1)y are smooth. We may rephrase this, upon showing a lower-
regularity of type W?2", in the form

Fl(D2u1, SL’) = Fl(DQ(UQ - 2/}1)7 I)X{m:w—%}’ (3_2)
Fy(D?ug, x) = Fo(D*(uy — 1¥2), ) X {us=u1—vs}»

along with the constraints u; > u; —1; (i # j, and 4, j = 1,2).

It is actually possible to go further and consider the case of a double
switch. Then, a double-constrained version for two-switching problem
can be formulated as

max § min{ —Fy (D?*uy, z),uy — (ug — ¢1)), uy — (uz — P1) ¢ =0,
max mil’l{—FQ(Dqu,I), us — (ug — ¢2)),u2 — (uy — 7»22) =0,
(3.3)

with conditions

Vi <Y U1 +Y2 20, Y41y > 0. (3.4)
We refer to [16] and the references therein for some background on this
family of problems.
As for (3.1) it is not hard to realize that, once the “primary” (here it
is W2m) regularity for solutions is established one may rewrite (3.3) in
the form

Fy(D*uy,x) = Fy(D*(uy — 15127 T)X {ur=uz—t1}
+£ (D2(u2 - wl)’ x)X{u1:U2—TZ’11'¢)17£”¢~11}7
Fy(D%*ug,z) = Fo(D*(uy — 1), L)X {uz=u1 2}

+F2(D2(u1 - @Z}?)’ "E)X{m:uz*dh,wz#@z}’

(3.5)
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with the constraints (3.4) for uy, us.

3.2. Regularity issues for unconstrained system. To define an
unconstrained version of (3.5), it suffices to drop condition (3.4). Nev-
ertheless, we shall rephrase equations (3.5) to allow further generaliza-
tion of an unconstrained problem. We thus define

A; = {u; = uj—i}, Ay = {u; = uj—1/~1i}, fori,j7 =1,2 and 7 # 7,
and set

Q=B \ (A UA), Q=B \ (A UA,).
This allows us to rephrase (3.5) in the following general form:

Fl(D2U1,.Z') =0 in Blﬂﬁl,
Fy(D?*ug,z) =0 in By NQy, (3.6)
‘D2(U1—u2)| SC n Bl\(QlLJQQ)

Then, assuming that dist(B; \ €y, By \ €2) = § > 0 (this is satisfied
for instance if we impose that 1y + s > 0 and s + ¥, > 0) we can
immediately prove uniform C"'-regularity for u; and uy in By s.

Indeed, if Ny denotes the ¢/4-neighborhood of By \ €2y, then usy is
uniformly C*¢ in Bsy \ N, because it solves a nice PDE in a 0/2-
neighborhood of this set, with bounded boundary data. In particular,
in Bssy \ Na, u; is a solution to a free boundary problem of the type
studied in [20, 25], hence u; is C,.! there. Since u; also solves a nice
PDE in a 0/2-neighborhood of Ns, we conclude that u; is uniformly
CHin By 2. The same argument applies to uy. For future reference,
we formulate this as a theorem.

Theorem 3.1. Let F;(M,x) satisfy condition (2.3), and assume that
Fy(-,x) is either convex or concave, and that v, s, ¥y, 1y € C1(By).
Also, let uy,uy solve (3.6) and assume that dist(B; \ 1, By \ ) =:
0>0. Then uy,us € 01’1<Bl/2).

Let us point out that the situation o = 0 is much more complicated,
and already the case with one switch is far from trivial. Very recently, in
[1] the author has obtained the optimal C*!-regularity for the minimal
solution of (3.1) when F; = Au — f; and F; = Au — fy, under the
assumption that the zero loop set {1y + 1), = 0} is the closure of its
interior. As shown in the same paper, this result is optimal, and it is
possible to find a counterexample showing that the C1'-regularity does
not hold without that assumption on the zero loop.

It would be extremely interesting to understand whether the same
regularity result can be shown for the unconstrained case, that is, when
one forgets the constraints u; — ug + 11 > 0 and us — uy + 19 > 0.
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4. DIVERSIFICATIONS AND OPEN QUESTIONS

In this section we shall present several diverse but related free bound-
ary problems, where many of them so far have been almost untouched.
We shall formulate the problems without entering into much details,
and suggest new problems that may be of interest for future research.

4.1. Gradient constraints. A classical problem is the well-known
“gradient constrained problem”, that was subject to intense study a
few decades ago. In its simplest form, it reads

me/ |Vo|? K:={veW,?: |Vu| < h(z)}. (4.1)
B

This problem has applications in elastoplasticity of materials [33] and
optimal control problems [31]. There are also recent applications in
mathematical finance, where transactions costs are involved, see [32]
and the references therein.

When h is smooth one can show that solutions are C!) see [34].
However, without the smoothness of h the problem becomes much more
delicate. A possible way to attack this problem in the case h = 1 (or
more in general when A(h?) < 0, as indicated in [29, Theorem 3.1]) is to
rewrite the problem as a double obstacle problem, where the obstacles
solve the Hamilton-Jacobi equation +|Vu| = %A in the viscosity sense.

This motivates the study of double obstacle problems where the ob-
stacles solve a general Hamilton-Jacobi equation. Since in general so-
lutions to the Hamilton-Jacobi equation are not smooth, the regularity
of solutions to this double obstacle problem is far from trivial. We refer
to the recent article [3|, and the references therein.

In [3] it was shown that if the constraint is set as |Vu—a(x)| = 1 with
a a vector field of class C%, and one assumes that u is C! near the con-
tact region, then one obtains C1*/? regularity for the Hamilton-Jacobi
equation and from there one may proceed to obtain C1%/? regularity
for the solutions.

Motivated by the discussion above, we define now a general class of
(double) gradient constrained problems for fully nonlinear equations as

max{min{—F(D?u, z), |[Vu — a| — hy},|Vu —a| — ha} =0 in By,

where the equation is in the viscosity sense. Formally, the equation can
be written as

F (D, ) X{|Vu—a|£hs }u{|Vu—al£hs} = 0, hy < |Vu—al < hs.

Dropping the constraints, one encounters a completely new uncon-
strained problem.

A natural question is: How reqular are solutions and the free boundary
for such problems?
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4.2. The p-Laplace operator. The case of the p-Laplace operator,
ie. Ayu := div(|VulP?Vu) (1 < p < o00), introduces challenging
difficulties, and one may find a large number of results in the literature
concerning lower-order regularity of solutions. While solutions to the
p-Laplacian are no better than C** for some (unknown) exponent
a, € (0,1), it is interesting to observe the regularity improves near the
free boundary: indeed, it has been shown recently in [5] that solutions
are C! at free boundary points.*
The unconstrained counterpart of this problem, that is

Apt = ApthX fu=y}

without any restriction of the type u > 1, is a completely untouched
area. Low regularity can be obtained up to a certain order, due to
boundedness of the p-Laplacian of u. In general this gives (through
a blow-up and Liouville theorem) regularity of order 1 + a for any
a < ap. It seems plausible to expect a second order regularity at free
boundary points also for the above unconstrained problem, i.e., without
the condition u > .

Similar formulations can be made for the gradient constrained or
unconstrained problems for the case of p-Laplacian. One expects that,
also in these cases, the optimal regularity of solutions at free boundary
points should be of order two.

4.3. Monotone operators in the u variable. The semilinear prob-
lem given by F(D%*u,u) := Au — f(u) = 0 where f(u) is monotone-
increasing and has a jump discontinuity for some values of u, can be
seen as an unconstrained free boundary problem, where free boundary
is given by the level surfaces for u where f(u) has a discontinuity. It
was shown in [30] that solutions to this problem are C*!'. It is tantaliz-
ing to analyze the case of fully nonlinear equations F/(D?u,u) = 0 with
F! < 0. Notice that in the particular case F'(D%u,u) = G(D?*u) — f(u)
with G convex and f bounded, elliptic regularity gives that D?u be-
longs to BMO, so one only needs to understand the “last step” from
BMO to L.

4.4. Optimal regularity at free boundary points. Degenerate/singular
PDEs in general fail to have good regularity estimates. E.g., it is well-
known that the p-harmonic functions in general cannot be better than
Cher for a universal exponent 0 < a;, < 1 (the exact value of «, is
currently unknown). Notwithstanding this, the authors in [5] proved
that solutions to the obstacle problem enjoy second order regularity
at the free boundary. Similar results seem plausible for the gradient

constrained problems, as well as for degenerate/singular equations (e.g.
|Vu|"F(D?*u) or u®F(D?u)).

4This means that the maximal difference between the solution and the obstacle,
u — 1), on a ball B,.(z), with z on the free boundary, is controlled by r2.
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An even more interesting question is whether this higher regularity
can propagate from the free boundary into a neighborhood of it. More
precisely:

Is it true that solutions to such degenerate problems are C*' in a uni-
form neighborhood of the free boundary?

4.5. Parabolic problems. All the problems mentioned in this paper
have a natural parabolic counterpart. In their simplest form, one can
replace the operators F(D*u, Vu,u,r) with F(D?u, Vu,u,z,t) — dyu,
and ask analogous questions in this setting. Notice that optimal reg-
ularity (i.e., CM' N CPY) for the unconstrained obstacle problem with
fully nonlinear operators has been recently shown in |21, 25|, and we
expect that results valid in the elliptic setting should carry on also to
the parabolic case.
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