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Abstract. Energy-minimizing constraint maps are a natural extension of the obstacle problem
within a vectorial framework. Due to inherent topological constraints, these maps manifest a
diverse structure that includes singularities similar to harmonic maps, branch points reminiscent of
minimal surfaces, and the intricate free-boundary behavior of the obstacle problem. The complexity
of these maps poses significant challenges to their analysis.

In this paper, we first focus on constraint maps with uniformly convex obstacles and establish
continuity (and therefore higher-order regularity) within a uniform neighborhood of the free bound-
ary. More precisely, thanks to a new quantitative unique continuation principle near singularities
(which is new even in the setting of classical harmonic maps), we prove that, in the uniformly
convex setting, topological singularities can only lie in the interior of the contact set. We then
establish the optimality of this result.

Second, while exploring the structure of the free boundary, we investigate the presence of branch
points and show how they lead to completely new types of singularities not present in the scalar
case.
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1. Introduction

Let M be a smooth domain with compact, connected complement in Rm, m ≥ 2, and let Ω be
a bounded domain in Rn, with n ≥ 1. In this paper we consider maps u ∈W 1,2(Ω;M) minimizing
the Dirichlet energy

E [v] :=
ˆ
Ω
|Dv|2 dx, (1.1)

among all admissible maps v ∈ W 1,2(Ω;M) with v − u ∈ W 1,2
0 (Ω;Rm). To emphasize the target

constraint u ∈M as well as its energy minimality, we call such maps minimizing constraint maps.
1
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As shown in [25], minimizing constraint maps are weak solutions to the Euler–Lagrange system

∆u = Au(Du,Du)χu−1(∂M) in Ω, (1.2)

where A is the second fundamental form of the boundary ∂M relative to M .
We shall call M c := Rm \M the obstacle, as the image of the constraint maps is not allowed to

go inside it. The presence of the obstacle naturally induces the free boundary1 Ω∩∂u−1(M), which
is the interface between the non-coincidence set u−1(M) and the coincidence set u−1(∂M). System
(1.2) shows that, when restricted to int(u−1(∂M)) ⊂ Ω, constraint maps are harmonic maps into
∂M . At the same time, each component of a constraint map is harmonic in int(u−1(M)). This
variational problem hence can be seen as a canonical extension of the scalar obstacle problem into
the vectorial setting.

Being vectorial maps, constraint maps develop in general discontinuities2 due to topological
differences between the domain and their image in the target. Their singular set is denoted
throughout the paper by

Σ(u) := {x ∈ Ω : u is not continuous at x}. (1.3)

Besides discontinuities, constraint maps can also exhibit branching, which is concerned with the
regularity of the image of the map and is encapsulated by the branch set

B(u) :=
min{n,m}−1⋃

k=0

Bk(u), Bk(u) := {x ∈ Ω \ Σ(u) : rank(Du(x)) = k}. (1.4)

Here, the word branching is motivated by the connection with minimal surfaces and geometric
function theory, e.g. the map u : z 7→ (z2,Re zℓ/2), defined for z ∈ C = R2, is such that B(u) =
B0(u) = {0}. Points in B(u) can either be true branch points, such as when ℓ is odd, or false branch
points, such as when ℓ is even. More precisely, false branch points correspond to a degeneracy of the
parametrization and not of the actual image that is being parametrized, while true branch points
correspond to singularities of the image; see Figure 4 for an illustration. We will be especially
concerned with the case k = 0 since the right-hand side in (1.2) vanishes at points in B0(u),
making the obstacle problem degenerate.

Interestingly, constraint maps reveal an extremely rare interplay between ∂u−1(M), Σ(u), and
B(u) altogether. Despite the long history of constraint maps since their initial appearance in the
literature, dating back to the 1970s by the work of Hilderbrandt [51, 53] and Tomi [86, 87], the
interaction between these apparently correlated objects was addressed only recently by the authors
[28] in a different but related setting. The goal of this paper is to address the following fundamental
question:

Does the free boundary meet the mapping singularities manifested by Σ(u) or B(u)?
This is an inherently difficult question, as answering it requires an understanding of the interplay
between local analytic aspects and global geometric and topological constraints.

One of the major findings of this paper is that there are no discontinuities of the maps near
their free boundaries, provided that the obstacle is uniformly convex3. This condition is essentially
optimal: we find a large class of general convex obstacles which produce discontinuities on the free
boundaries. To our knowledge, and despite the significance of this problem, the first suggestion of
a possible resolution of discontinuities by free boundaries was raised in the authors’ recent work
[28] in a different but related setting.

1The notion of free boundary here differs significantly from the one in the theories of harmonic maps and minimal
surfaces, as our notion resides in the domain, while the latter appears in the target.

2Although the term “singularities” is more common in the Harmonic Maps literature, here we have chosen to use
the word “discontinuities” to ensure that the Free Boundary community does not confuse them with singularities of
the free boundaries.

3Uniform convexity of Mc means that there exists R > 0 such that the following holds: for any point x ∈ ∂M
there exists a ball BR(y) ⊃Mc such that x ∈ ∂BR(y).
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The second major finding of this paper is that, even when the map is regular and the obstacle is
a ball, the map may exhibit branching on the free boundary in such a way that the free boundary
itself becomes singular. Indeed, it is important to observe that the right-hand side in (1.2) becomes
zero at all points within B0(u). Consequently, at these points, the behavior of the free boundary
may exhibit significant irregularities, which do not occur in the classical scalar obstacle problem.

As we shall explain later, once discontinuities and branch points are understood, the free bound-
ary regularity can be reduced to that for the scalar obstacle problem (cf. [29, 34]).

1.1. A brief overview of the literature. The study of minimizing constraint maps as solutions
to vectorial obstacle problems dates back to the 1970s. Pioneering work by Hildebrandt [49, 50],
and Tomi [86, 87] independently addressed the regularity problems for constraint maps of two in-
dependent variables, employing different methodologies. Early advances in higher dimensions can
be attributed to the work of Hildebrandt-Widman [52], who considered convex target constraints.
The first comprehensive result in higher dimensions was established by Duzaar [25], who proved
an ε-regularity theorem. As a consequence, a partial regularity theorem was derived, affirming the
W 2,p-regularity of mappings outside a closed singular set with dimension less than n − 2. Subse-
quently, Duzaar–Fuchs [26] proved that the singular set has dimension at most n − 3. Although
this result is optimal in general, it was later observed in [34, 38] that, under certain topological and
geometric conditions on the target constraint, discontinuities are not present. We note that the
development of these works closely followed the higher-dimensional theory of minimizing harmonic
maps, pioneered by Schoen–Uhlenbeck [82, 83]: as for harmonic maps, the theory of constraint
maps has been generalized to the setting of the p-Dirichlet energy in [35, 37], almost minimizing
maps in [64], and weakly constraint maps as well as the associated heat flow problem in [17]. The
regularity results in two space dimensions were recently extended to weakly constraint maps in
[57]. We also refer the reader to [20] for results in the case where the obstacle is thin, in the sense
that it has higher codimension.

It is worth noting that, in the simple case where the domain is one-dimensional, minimizing
constraint maps are simply energy-minimizing geodesics on the manifold-with-boundary M . The
regularity and (non-)uniqueness of geodesics on manifolds-with-boundary were studied in depth in
[1, 2, 3] and also more recently in [61].

Quite surprisingly, and despite all of the above results, the theory did not progress much since
the 1990s, until recently three of the authors revived the problem in [29] from the perspective of
free boundary problems, opening up new and delicate issues on the exact regularity of the maps
away from their singular set and around their free boundaries. Although the study of minimizing
constraint maps had its origin as a vectorial obstacle problem, historically only basic properties of
the free boundaries were shown in [36]. The result closest to this paper is, in fact, the very recent
work [28] of ours concerning constraint maps minimizing a vectorial Alt–Caffarelli energy, which
corresponds to a vectorial version of the Bernoulli problem.

In recent years there has been a surge of interest from the free boundary community towards ex-
tending scalar problems into vectorial settings, see for instance [14, 22, 59, 60, 65, 66] for Bernoulli-
type problems from diverse angles, [6, 77, 78, 80] for obstacle-type problems, and [5, 24] for thin-
obstacle-type problems. All the aforementioned works successfully extend aspects of the scalar
theory and explore inherently interesting issues related to the branching of free boundaries from
several components.

However, our minimizing constraint maps exhibit very different characteristics compared to the
solutions to the aforementioned vectorial problems, due to the possible development of discontinu-
ities of the map itself around the free boundaries. Hence a complete understanding of constraint
maps requires bridging the theory of harmonic maps with that of free boundary problems.

1.2. Main results. Our first result asserts that, whenever the obstacle is uniformly convex,
minimizing constraint maps are uniformly C1,1-regular in a universal neighborhood of the non-
coincidence set (hence, in a set which strictly includes the free boundary). It should be noted that
C1,1-regularity is optimal, due to the classical theory of the obstacle problem. In addition, the
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result cannot be improved: solutions cannot be continuous everywhere neither in the interior of
the coincidence set (due to the possible presence of singularities coming from minimizing harmonic
maps with values in ∂M) nor in the interior of the non-coincidence set (due to the singularities of
solutions to elliptic systems).

[Sunghan’s comment: Comment (after submission to the journal): this isn’t true
for our case (although generally true e.g., for manifold setting) as ∆u = 0 in
int(u−1(M)). I corrected it in the arXiv version (which is on our shared dropbox
folder)]

Theorem 1.1. Let M ⊂ Rm be a smooth domain with uniformly convex complement. There exist
constants δ ∈ (0, 12) and c > 1, depending only on n, m, ∂M , and Λ, such that for any minimizing

constraint map u ∈W 1,2(B2;M) satisfying ∥u∥W 1,2(B2) ≤ Λ, we have u ∈ C1,1(B1 ∩Bδ(u
−1(M)))

with the estimate

∥u∥C1,1(B1∩Bδ(u−1(M))) ≤ c.

To describe the strategy and challenges in the proof of Theorem 1.1, it is fruitful to introduce
the distance function to ∂M , which we denote by ρ. Note that the smoothness and convexity of
M c guarantee that ρ is smooth in M . Then (1.2) yields an Euler–Lagrange equation for ρ ◦ u,
namely

∆(ρ ◦ u) = Hess ρu(Du,Du)χu−1(M), (1.5)

where Hess ρu denotes the Hessian of ρ evaluated at u. Noting that u−1(M) is precisely the
positivity set of ρ ◦ u, we observe that (1.5) is a scalar obstacle-type equation, but with an
important caveat. Indeed, the nonlinearity Hess ρu(Du,Du), which acts as a force in (1.5), can
become unbounded (when u is discontinuous) and can also vanish (when either Hess ρu, Du, or
their bilinear combination vanishes). Hence ρ ◦ u can behave quite differently from a solution to
the scalar obstacle problem, where one deals with forcing terms that are regular and bounded away
from zero. In particular, ρ ◦ u has no inherent non-degeneracy: as we show in Theorem 1.6 below,
it may in fact vanish to arbitrarily high order on the free boundary.

In our previous work [28] (in a slightly different context) we observed that the distance map
ρ ◦ u is continuous everywhere, even across Σ(u), and that the non-coincidence set u−1(M) has
null density at any point of Σ(u): at any (small) scale r, we have

|Br(x0) ∩ u−1(M)| = o(rn), ∀x0 ∈ Σ(u). (1.6)

Interestingly, the assertion (1.6) is proved via the unique continuation principle (UCP) for con-
straint/harmonic maps. However, to show that Σ(u) is completely disjoint from the free boundary,
we need the much stronger assertion that ρ ◦ u vanishes identically in a full neighborhood of Σ(u),
i.e. there is some small r0 > 0 such that

Br0(x0) ⊂ u−1(∂M), ∀x0 ∈ Σ(u). (1.7)

Our idea is then as follows. We look at the distance map ρ ◦ u, which is supported exactly on
u−1(M), and is subharmonic for convex obstacles M c. A key property of ρ ◦ u is that it vanishes
continuously at any point of Σ(u) whence, upon translating and rescaling, we may assume that
0 ≤ ρ ◦ u ≤ ε in B2 and 0 ∈ Σ(u), for a given ε > 0. Then, by a lemma reminiscent of the De
Giorgi argument (Lemma 5.1), we observe that ρ◦u = 0 in B1, provided that ε is sufficiently small
and

|Br ∩ u−1(M)| ≤ c

(R− r)β
∥ρ ◦ u∥αL∞(BR)

, ∀ 1 ≤ r < R ≤ 2, (1.8)

for some α, β, and c that do not depend on the scales r and R. Condition (1.8) can be considered as
the reverse of the local maximum principle for subharmonic functions. Since we are free to choose
the smallness parameter ε for the sup-norm of ρ◦u over B2, our task boils down to verifying (1.8).

What appears to be intriguing is the involvement in (1.8) of the vectorial character of u implied
by the presence of 0 ∈ Σ(u) (note that u−1(M) is simply the set where ρ ◦ u is positive). To
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exploit the hidden vectorial character in (1.8), we resort to the Euler-Lagrange equation (1.5) for
ρ◦u. Integrating both sides of (1.5), and invoking the uniform convexity of M c, we obtain around
0 ∈ Σ(u),4 along a chain of elementary tools (see (5.2) – (5.4)), that

1

(R− r)2

ˆ
BR

(ρ ◦ u) dx ≳
ˆ
Br∩u−1(M)

Hess ρu(Du,Du) dx ≳
ˆ
Br∩u−1(M)

|Du|2 dx (1.9)

for every 1 ≤ r < R ≤ 2.
Our analysis would have been softer if |Du| ≳ 1 uniformly in Br, as the rightmost side of (1.9)

would then readily yield (1.8) with w = ρ ◦ u. Since |Du| blows up at 0 ∈ Σ(u) possibly with a
rate 1/r in Br, |Du| ≳ 1 is expected to be true at least for a large portion of the neighborhood of
0 ∈ Σ(u). However, |Du| may not behave so uniformly near its singularity. In principle, |Du| may
become very small in a set of tiny measure (and even vanish somewhere inside), and such a tiny
set may just happen to be the non-coincidence set u−1(M) as we are close to Σ(u) (recall (1.6)):
e.g., u−1(M) is a cusp with its tip on Σ(u), such that one of the tangent maps ϕ of u is of rank
zero along the direction of the cusp. The latter would certainly be the worst case scenario for us,
as the rightmost side of (1.9) sees u−1(M) only.

Thus, our analysis calls for a more robust approach that works in the absence of pointwise
control of the vanishing behavior of |Du|. For this purpose, our new key result is an L−γ-estimate
of |Du| near Σ(u). Note that the next statement does not require convexity of the obstacle.

Theorem 1.2. LetM ⊂ Rm be a smooth domain with compact complement and let u ∈W 1,2(B4;M)
be a minimizing constraint map satisfying ∥u∥W 1,2(B4) ≤ Λ. There exist ε0, γ > 0, both de-
pending only on n, m and ∂M , and a constant c > 1, depending further on Λ, such that if´
B1(y)

|Du|2 dx ≥ ε20 for some y ∈ B2 thenˆ
B1

|Du|−γ dx ≤ c. (1.10)

This estimate can be understood as a quantitative version of the UCP for the constraint maps,
as it shows that |Du| cannot vanish too fast around Σ(u). Once such an estimate is available, one
can use the generalized Hölder inequality to verify the reverse link (1.8) (see (5.6)), which in turn
yields (1.7) as desired. Therefore, Theorem 1.2 lies at the heart of our analysis for Theorem 1.1.

Remark 1.3. As already observed above, Theorem 1.2 works for general smooth compact obstacles
M c without any condition on their principal curvatures. Moreover, this theorem also holds for
minimizing harmonic maps into smooth compact manifolds without boundary, and it is even new
in the latter context.

The above results of UCP-type are somewhat reminiscent of the classical quantization results
for minimizing harmonic maps [75, 82], which assert that there is a universal lower bound on
the energy of smooth harmonic maps which are not homotopic to a constant. The theorem is also
evocative of a result from [46], where the authors prove an Hn−2-measure estimate on the set B0(u)
for a minimizing harmonic map u; however, this estimate is qualitatively different from (1.10), and
neither of them implies the other.

We emphasize that the structure of blow-ups of harmonic maps near their discontinuity points
is only well-understood in some very specific instances, such as when n = 3 and N = S2 [9], or
n = 4 and N = S3 [71]. In these cases, the structure of the blow-ups can be exploited to prove
(1.10), as we will see in Section 8. However, since blow-ups are poorly understood in general, we
are forced to rely on a fundamentally different type of argument to prove Theorem 1.2.

The key observation for proving Theorem 1.2 is the existence of a critical scale at every regular
point such that, at this scale, we can control both the regularity and the frequency of |Du| uniformly

4That 0 ∈ Σ(u) is needed to get Hess ρu(Du,Du) ≈ |Du|2 in the L1-sense. In general, we always have
Hess ρu(Du,Du) ≈ |D(Π ◦u)|2 a.e., with Π being the nearest point projection to ∂M (by (2.4) and (2.5)). However,
ρ ◦ u becomes negligible around any discontinuity point of u, so we obtain the last inequality in (1.9).
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and in our favor. The critical scale plays a significant role in two ways. Above this scale, the effect of
the discontinuous singularity dominates, so that |Du| ≳ 1 in a large portion of the neighborhoods.
Below the critical scale we have |Du| ≪ 1, but we can still control the doubling property of |Du|
in a uniform way. This is because the regularity of u is uniformly controlled on such a scale. In
other words, 1/|Du| does not grow so fast in a large portion of the neighborhoods on these scales.
Finally, we can patch these two different scales altogether via a Calderón–Zygmund decomposition
argument, which leads us to the desired L−γ-estimate for |Du|.

Let us address that the notion of the critical scale here is closely related to that of the regularity
scale introduced in [16, 69] in the study of the rectifiability properties of Σ(u). However, the
analysis in these works is different from ours, as the authors there are concerned with obtaining
(optimal) Lp-estimates for |Du| with p > 1.

Returning to Theorem 1.1, let us now address the optimality of the uniform convexity condition.
Our next result asserts that this condition is essentially optimal, as the conclusion of Theorem 1.1
no longer holds as soon as ∂M contains a portion of a hyperplane, even when M c is convex. We
remark that by [28, Theorem 6.1], the convexity of M c ensures a well-defined free boundary even
in the presence of discontinuities, as it implies that dist(u, ∂M) is continuous. In fact, we can
show that for obstacles with flat sides, minimizing constraint maps whose boundary values have
non-trivial topological degree (see Appendix A for the definition) always develop discontinuities
on their free boundaries:

Theorem 1.4. Let Ω ⊂ Rn be a smooth uniformly convex domain, and let M ⊂ Rn be a smooth
domain with convex complement such that M c ⋐ Ω and ∂M contains a relatively open subset T
of a hyperplane. Let n ≥ 3 and consider boundary data g ∈ C∞(∂Ω; ∂Ω) with deg(g) ̸= 0. If

u ∈W 1,2
g (Ω;M) = {u ∈W 1,2(Ω;M); u = g on ∂Ω} is a minimizing constraint map, then

∂u−1(M) ∩ Σ(u) ̸= ∅.
In fact, for every y ∈ T there is {xk} ⊂ Ω ∩ u−1(M) \ Σ(u) such that xk → x0 ∈ ∂u−1(M) ∩ Σ(u)
and u(xk) → y, and so we write

T ⊆ u(∂u−1(M) ∩ Σ(u)).

Remark 1.5. The assumption n ≥ 3 in Theorem 1.4 is used only to guarantee the existence of a
minimizing constraint map. See Remark 2.9 below for further discussions.

The situation for non-convex obstacles is even more exotic than the one described above: as a
byproduct of Theorem 1.4, we show in Corollary 6.7 that, for such obstacles, the non-coincidence
set u−1(M) may not be open.5 This yields in particular the sharpness of [28, Theorem 6.1].

Producing examples as those in Theorem 1.4 is challenging, since we do not know how to
construct explicit minimizing maps in non-perturbative regimes. Indeed, due to the vectorial
nature of the problem, minimizers generally do not inherit the symmetry of their boundary data;
see e.g. [4] for a dramatic symmetry-breaking phenomenon in the classical case of harmonic maps
from the unit ball B3 to S2. In particular, our approach to Theorem 1.4 is based on a topological
degree argument and is necessarily global, in contrast to the typical local analysis performed in
the context of free boundary problems.

The above results give a rather complete picture of the behavior of minimizing constraint maps
near their free boundaries but do not address the structure of the free boundary itself. The main
difficulty in the analysis is due to the possible occurrence of branch points on the free boundary,
and in particular of points in B0(u): at such points, no matter what the obstacle is, the right-hand

5It is not immediately clear how to define u−1(M) in general, since u may develop discontinuities. A robust

definition, which is independent of the choice of representative for u ∈W 1,2(Ω;M), is to set

u−1(M) := {x ∈ Ω : lim inf
r→0

∥ρ ◦ u∥L∞(Br(x)) > 0}.

This set contains those points in Ω \ Σ(u) which are mapped by (the smooth representative of) u|Ω\Σ(u) to M .
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side in (1.2) vanishes and so we are faced with a degenerate obstacle problem. On the other hand,
if the obstacle is uniformly convex, then by Theorem 1.1 and the classical theory for the obstacle
problem, the structure of the free boundary is well-understood in ∂u−1(M) \ B0(u), see [29]. We
thus arrive at the following questions: For uniformly convex obstacles, is the set ∂u−1(M)∩B0(u)
non-empty? If so, how does the free boundary look like around such points?

The structure of the free boundary for degenerate free boundary problems is a difficult topic. In
this direction, very little is known even in the scalar setting, except e.g. in the particular examples
studied in [67, 90, 91]. However, the degeneracy in these references stems from an absorbing term
acting as an additional force in the problem; see also the discussions in [12] for a forcing term given
directly by the obstacle. Nevertheless, the potential appearance of branch points for vectorial maps
is part of the intrinsic nature of the problem and is not dictated by external forces.

Here we construct and analyze a large class of examples of mininimizing constraint maps u ∈
W 1,2(Ω;R3\B3) with non-trivial free boundaries such that

∂u−1(R3\B3) ∩ B0(u) ̸= ∅,
thus showing that branch points can occur on free boundaries, even when the obstacle is a ball.
In order to construct such examples, we shall consider maps that minimize the Dirichlet energy in
the more restricted class of k-axially symmetric maps; see Definition 8.2. Briefly, a map is called
k-axially symmetric if it maps each cylinder centered on the z-axis to another such cylinder while
rotating it k-times. Our analysis shows that, for k ≥ 2, each free boundary point on the z-axis is
simultaneously a branch point and a singular free boundary point : thus, branching can occur and
can be responsible for free boundary singularities.

Theorem 1.6. Fix k ≥ 2, λ > 1, and a k-axially symmetric map g ∈ C2(S2; S2) with |deg(g)| = k.

Let u ∈ W 1,2
λg (B3;R3\B3) be an energy minimizer among k-axially symmetric maps. For any

x0 ∈ ∂{|u| > 1}, there is a ball B ⊂ B3 centered at x0 such that u ∈ C1,1(B) is the unique

minimizing constraint map in W 1,2
u (B;R3\B3). Moreover, the following hold for the set B0(u) of

rank zero points and the free boundary ∂{|u| > 1}:
(1) B0(u) ∩ ∂{|u| > 1} ∩ ∂(int{|u| = 1}) ̸= ∅;
(2) |Du| vanishes exactly with order k − 1 at every point of B0(u);
(3) ∂{|u| > 1} cannot be represented as a C1-graph in any neighborhood of B0(u) on the z-axis.

In particular, (1) and (3) show that the free boundary is non-trivial and singular.

We refer the reader to Section 9, and in particular to Theorem 9.1 therein, for a much more
precise description of the structure of the free boundary near points in B0(u). As we shall see, in
the setting above we can give a complete classification of the possible blow-ups appearing in the
free boundary analysis.

1.3. Organization of the paper. The paper is organized as follows. In Section 2, we describe
the setting and notation of this paper and collect preliminary results on minimizing constraint
maps. In Section 3, in preparation for our first main result, we prove the uniform continuity of the
distance of a minimizing constraint map to the convex hull of the obstacle. Section 4 is devoted to
the proof of Theorem 1.2. In Section 5 we prove Theorem 1.1. In Section 6, we study minimizing
constraint maps for non-uniformly convex obstacles, and in particular we prove Theorem 1.4.
Section 7 collects some remarks and examples concerning branch points and their interaction with
free boundaries. In Section 8 we develop the regularity theory of axially symmetric constraint
maps, and in particular we prove analogues of Theorems 1.1 and 1.2 in this setting. Finally,
in Section 9 we study branch points on free boundaries for axially symmetric maps and prove
Theorem 1.6.

The paper also contains four appendices consisting of auxiliary results that are either known
or follow with some relatively mild modifications from standard arguments. In Appendix A we
recall the definition and some basic properties of the topological degree, and its local variant. In
Appendix B we recall standard facts about the Almgren frequency of a solution to a regular linear
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elliptic system. In Appendix C we prove a version of Luckhaus’ lemma in the setting of axially
symmetric constraint maps. Finally, in Appendix D we prove the uniqueness and regularity of
weakly constraint maps into small geodesic balls.

1.4. Notation. For the reader’s convenience, we gather here a list of notation to be used through-
out this paper.

Ω a bounded domain in Rn (n ≥ 1)

Ωη {x ∈ Ω : dist(x, ∂Ω) > η} (η ≥ 0)

M smooth domain in Rm (m ≥ 2)

u (u1, · · · , um)

W 1,p(Ω;M) {u ∈W 1,p(Ω;Rm) : u ∈M a.e. in Ω}

W 1,p
g (Ω;M) the Dirichlet class W 1,p(Ω;M) ∩ (g +W 1,p

0 (Ω;Rm)), for g ∈W 1,p(Ω;M)

Bm the open unit ball in Rm

Sm−1 the unit sphere in Rm, Sm = ∂Bm

Ap(·, ·) the second fundamental form of ∂M at p, see (2.5)

N (∂M) tubular neighborhood of ∂M

ρ signed distance function to ∂M , smooth on N (∂M)

ν = ∇ρ inward unit normal to M , extended to N (∂M)

Π nearest point projection: N (∂M) → ∂M

ν ⊗ ν the tensor product matrix with entries (νiνj)ij

ξ⊤ (I − ν ⊗ ν)ξ, orthogonal projection of ξ into T (∂M), see (2.4)

E [u]
´
Ω |Du|2 dx

E(u, x0, r) r2−n
´
Br(x0)

|Du|2 dx, normalized energy

N(f, x0, r) r
´
Br(x0)

|Df |2 dx/
´
∂Br(x0)

|f − (f)x0,r|2 dHn−1, the frequency function

Σ(u) {x ∈ Ω : u is not continuous at x}

Bk(u) {x ∈ Ω \ Σ(u) : Du has rank k at x}

Hk k-dimensional Hausdorff measure

dimH Hausdorff dimension

F : G f iαg
i
α, where F = (f iα) and G = (giα) are matrices in Rm×n

Dk the k-th order differential operator in the ambient space, Dα := ∂
∂xα

∇k the k-th order differential operator in the target space, ∂i :=
∂
∂yi

Hess fy(ξ, ζ) ∂ijf(y)ξ
i
αζ

j
α, for a function f from the target space, and ξ, ζ ∈ Rm×n
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2. Preliminaries

2.1. Problem setting. Throughout this paper, Ω ⊂ Rn is a bounded domain and M ⊂ Rm is
a smooth domain; we always assume that n,m ≥ 2. The complement of M , M c, is called the
obstacle, and we always assume that it is compact. We denote by ρ the (signed) distance function
to ∂M that takes positive values in M , and by Π : Rm → ∂M the nearest point projection onto
∂M . We also write N (∂M) for the largest open neighborhood of ∂M where ρ and Π are smooth;
in particular, in the case where M c is convex, the set N (∂M) strictly contains M . We set ν := ∇ρ
on N (∂M) and note that, on ∂M , ν is the inward-pointing unit normal to ∂M . See Figure 1 for
an illustration.

ν

∂M

M

Π(p)

p

ρ(p)

ν

Figure 1. A representation of the tubular neighborhood N (∂M) of the boundary
of a smooth domain M ⊂ Rm with compact complement.

We denote by Br(x0) the ball of radius r centered at the point x0, and more generally Br(F )
denotes the neighborhood of width r around the set F . If B = Br(x0) is a ball, we write λB :=
Bλr(x0) for the dilation of B by a factor λ > 0 around its center; we use a similar notation for
cubes. We also denote by dimH(S) the Hausdorff dimension of a set S, by Hk(S) the k-dimensional
Hausdorff measure of S, and by |S| the Lebesgue measure of S. We write D and ∇ for the usual
differential operators in the ambient space and target spaces, respectively. Also, for a function f,

we write Hess fy(ξ, ζ) := ∂ijf(y)ξ
i
αζ

j
α.

2.2. Known results for minimizing constraint maps. To keep our exposition as self-contained
as possible, we gather here some basic results about minimizing constraint maps. These can be
seen as generalizations of classical theorems concerning minimizing harmonic maps into closed
manifolds [63, 84].

A basic quantity in the study of minimizing constraint maps is the normalized energy

E(u, x0, r) := r2−n

ˆ
Br(x0)

|Du|2 dx. (2.1)

Minimizing constraint maps are stationary upon inner variations, and this yields a monotonicity
formula for the normalized energy. A more general result is proved in [28]; here, we only present
the statement adapted to the current setting.
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Lemma 2.1 (Monotonicity formula). Let u ∈ W 1,2(Ω;M) be a minimizing constraint map. For
all x0 ∈ Ω we have

E(u, x0, s)− E(u, x0, r) ≥ 2

ˆ
Bs(x0)\Br(x0)

|x− x0|2−n

∣∣∣∣ ∂u∂N
∣∣∣∣2 dx ∀ 0 < r < s < dist(x0, ∂Ω),

where ∂
∂N denotes the directional derivative in the radial direction. In particular, if E(u, x0, s) =

E(u, x0, r) then u is 0-homogeneous around x0 inside Bs(x0) \Br(x0), i.e.,

(x− x0) ·Du = 0 a.e. in Bs(x0) \Br(x0).

A crucial tool in our analysis is the compactness of minimizing constraint maps, originally
established in [64] within a broader context. Since we will frequently reference it here, we provide
the adapted statement for the reader’s convenience.

Lemma 2.2 (Compactness). Let {uk}∞k=1 ⊂ W 1,2(Ω;M) be a bounded sequence of minimizing

constraint maps. Then there exists a minimizing constraint map u ∈W 1,2(Ω;M) such that, up to

a subsequence, uk → u strongly in W 1,2
loc (Ω;R

m).

The monotonicity of the normalized energy yields a well-defined limit E(u, x0, 0
+) for every

x0 ∈ Ω. As an immediate consequence of Lemmas 2.1 and 2.2, we obtain the upper semicontinuity
of the energy density.

Corollary 2.3 (Upper semicontinuity). Let {uk}∞k=1 ⊂ W 1,2(Ω;M) be a sequence of minimizing
constraint maps such that uk → u strongly in W 1,2(Ω;Rm). Then for any sequence {xk}∞k=1 ⊂ Ω
with xk → x ∈ Ω we have

E(u, x, 0+) ≥ lim sup
k→∞

E(uk, xk, 0
+).

We will also make use of the ε-regularity theorem, which states that minimizing constraint maps
are regular in the vicinity of points with small energy. The optimal version of this result is due to
the recent work [29] (see also [25] for a previous version of this statement).

Theorem 2.4 (ε-regularity). There exist a small constant ε0 > 0 depending only on n, m, and
∂M , such that the following holds: if u ∈W 1,2(Ω;M) is a minimizing constraint map with

E(u, x0, 2r) ≤ ε20, where B2r(x0) ⋐ Ω,

then u ∈ C1,1(Br(x0)), with the estimate

∥Dju∥L∞(Br(x0)) ≤
1

rj
, j = 1, 2.

Recall from (1.3) that Σ(u) consists of all discontinuity points of the map u in the prescribed
domain. A useful corollary to Theorem 2.4 is the energy quantization at points of Σ(u):

Corollary 2.5 (Energy quantization). There exists a constant ε0 > 0, depending only on n, m,
and ∂M , such that for any minimizing constraint map u ∈W 1,2(Ω;M) we have that x0 ∈ Σ(u) if
and only if E(u, x0, 0

+) ≥ ε20.

Through the usual dimension-reduction principle, the above results yield an optimal partial
regularity theorem, see [26, 29].

Theorem 2.6 (Partial regularity). Let u ∈ W 1,2(Ω;M) be a minimizing constraint map. Then

u ∈ C1,1
loc (Ω \ Σ(u)) and dimH(Σ(u)) ≤ n− 3.

The following lemma can be found in [25, Lemma 2.2], and will be used frequently in our
subsequent analysis.

Lemma 2.7. Let u ∈W 1,2(Ω;M) be a minimizing constraint map such that u(B) ⊂ N (∂M) a.e.
in a ball B ⊂ Ω. Then

∆(ρ ◦ u) = Hess ρu(Du,Du)χu−1(M) in B, (2.2)

in the weak sense.
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2.3. Vector calculus identities and geometric bounds. In this subsection we prove some
elementary identities and estimates related to the geometry of ∂M . Since ν = ν ◦Π in N (M), we
have the decomposition

id = Π + ρν = Π+ ρ(ν ◦Π). (2.3)

In particular, differentiating both sides of this identity, we have Id− ν ⊗ ν = (Id + ρ∇ν)∇Π; note
that Id− ν⊗ ν is the orthogonal projection onto the tangent bundle T (∂M). For a vector ξ ∈ Rm,
we thus write

ξ⊤ := ξ − (ν · ξ)ν = [(Id + ρ∇ν)∇Π]ξ (2.4)

for the orthogonal projections of ξ into T (∂M).
The second fundamental form of ∂M , appearing in (1.2), can be expressed at points in ∂M as

Hess ρ(ξ, ξ) = Hess ρ(ξ⊤, ξ⊤) = −ν ·A(ξ⊤, ξ⊤). (2.5)

When the obstacle M c is uniformly convex, we obtain a simple relation between Hess ρ and the
differential |∇Π|:
Lemma 2.8. Let M be a smooth domain with uniformly convex complement. Then

Hess ρ(ξ, ξ) ≥ κ

1 + κρ
|(∇Π)ξ|2 ∀ ξ ∈ Rm, (2.6)

where κ is the curvature lower bound for ∂M .

Proof. As M c is convex, ρ, ν, and Π are well-defined and smooth in a neighborhood of M . Let
{τ1, · · · , τm−1, ν} be the principal coordinate system of ∂M , and κi be the i-th principal curvature.
As ν points outward to M c, it follows from [41, Lemma 14.17] that

Hess ρ(τ i, τ i) =
κi ◦Π

1 + (κi ◦Π)ρ
in M. (2.7)

Also, as M c is uniformly convex, κi ◦ Π ≥ κ in M , for some κ > 0 which depends only. Since the
map t 7→ t

1+at is strictly increasing in t > 0, for each a ≥ 0, we deduce from (2.7) that

Hess ρ(ξ, ξ) ≥ κ

1 + κρ
|ξ⊤|2 in M ∀ ξ ∈ Rm. (2.8)

Since ∇ν = Hess ρ (as a consequence of the relation ν = ∇ρ), using again (2.7) we see that

(Id + ρ∇ν)(τ i, τ i) = 1 + 2(κi ◦Π)ρ
1 + (κi ◦Π)ρ

∈ [1, 2] in M. (2.9)

In particular, combining (2.9) with (2.4) yields

|ξ⊤|2 ≥ |(∇Π)ξ|2 in M ∀ ξ ∈ Rm. (2.10)

Thus, (2.6) follows from (2.8) and (2.10). □

2.4. Existence and examples of constraint maps. Consider boundary data g ∈ C∞(∂Ω;M).

In this setting, the direct method yields existence of minimizing constraint maps in W 1,2
g (Ω;M),

provided this space is non-empty. We discuss whether this holds in the next remark and for
simplicity we take Ω = Bn to be the open unit ball.

Remark 2.9. In studying W 1,2
g (Bn;M), there are two different cases to consider.

(1) If n ≥ 3, thenW 1,2
g (Bn;M) ̸= ∅. Indeed, it suffices to consider the 0-homogeneous extension

x 7→ g(x/|x|) to obtain a map in that class. The crucial calculation is that the map
x 7→ x/|x| is in W 1,p near the origin if and only if n > p. Thus, in order to be able to take
p = 2, we require that n ≥ 3.
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(2) If n = 2, the situation is more subtle and it can be concisely expressed in terms of the

homotopy extension property: W 1,2
g (B2;M) ̸= ∅ if and only if

g is homotopic to G|S1 for some continuous map G : B2 →M. (2.11)

Note that this characterization holds for boundary data g that are not necessarily smooth,

but are just in the natural trace space H
1
2 (S1;M) [8, Theorem 2].

In the simplest possible case where g(S1) is diffeomorphic to S1, (2.11) can be charac-
terized elegantly in terms of the topological degree of g (we refer the reader to Appendix
A for a brief introduction to this notion). Indeed, according to Hopf’s Theorem6, in this
case

(2.11) ⇐⇒ deg(g) = 0.

For data g ∈ H
1
2 (S1;M) that are not continuous, such equivalence still holds, but one

needs to interpret the degree in the sense of the VMO-degree of Brezis and Nirenberg [10].

We now construct an explicit example of a radially symmetric constraint map with a disconti-
nuity at the origin.

Example 2.10. Given n = m ≥ 3 and a radius a ∈ (0, 1), we aim to find a map ua ∈ C1,1(B1 \
{0};Bc

a) ∩W 1,2(B1;B
c
a) such that ua = id on ∂B1 and which solves

∆ua = −|Dua|2uaχ{|ua|=a} in B1,

i.e., the Euler–Lagrange system for constraint maps with obstacle Ba, see (1.1).
We look for a map ua : B1 \ {0} → Bc

a of the form

ua(x) := wa(|x|)
x

|x| .

The above system yields an overdetermined ODE for wa, namely
ẅa +

n−1
r ẇa = n−1

r2
wa for r ∈ (ra, 1),

wa(ra) = a, ẇa(ra) = 0, wa(1) = 1,

wa(r) = a for r ∈ [0, ra],

where ra ∈ (0, 1) is a free parameter corresponding to the free boundary constraint. Ignoring the
boundary conditions, the above ODE has two particular solutions, namely r and r1−n. We thus
look for a solution of the form

wa(r) =

{
a for r ∈ [0, ra],
tar + (1− ta)r

1−n for r ∈ (ra, 1),

where the parameters ta, ra ∈ (0, 1) satisfy

tara + (1− ta)r
1−n
a = a, ta + (1− n)(1− ta)r

−n
a = 0.

One can easily check that the system above has a unique solution. In addition, one can observe
that ra → 0+ as a → 0+, while ra → 1− as a → 1−. Returning to the original map ua, the
coincidence set is given by u−1

a (∂Ba) = Bra , with free boundary ∂u−1
a ((Ba)

c) = ∂Bra .

Remark 2.11. An interesting problem is to understand whether the map ua is a globally minimizing
constraint map. We recall that the radial solution7 u1(x) = x/|x| of the Dirichlet problem for
harmonic maps into a sphere with identity boundary values is a minimizer, i.e.

E [u1] ≤ E [v] for all v ∈W 1,2
id (Bn;Sn−1),

see e.g. [63, Proposition 2.2.1] and the references therein; here, as before, we assume that n ≥ 3.
However, despite the intuitive nature of this result, it is quite non-trivial to show the minimality

6The Hopf Theorem is a result within differential topology asserting that the topological degree stands as the
sole homotopy invariant among continuous mappings taking values in a sphere.

7Note that the function u1(x) = x/|x| corresponds to the limit of the functions ua as a→ 1−.
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of u1. By analogy with the case of harmonic maps, it seems plausible that the maps ua above
should be minimizers.

We now give a few more different examples of minimizing constraint maps.

Example 2.12. As mentioned in the introduction, (energy-minimizing) geodesic curves in Riemann-
ian manifolds-with-boundary are (minimizing) constraint maps, see e.g. [1, 2, 3] for a study of their
properties.

Example 2.13. Consider a smooth boundary condition g : ∂Ω → ∂M , suppose that the obstacle
M c is convex, and let u ∈ W 1,2

g (Ω;M) be a minimizing constraint map. Then, according to
[28, Theorem 6.1], see also Corollary 3.8 below, the non-negative function ρ ◦ u : Ω → [0,+∞) is
subharmonic and vanishes on ∂Ω. Therefore, by the maximum principle, ρ ◦ u = 0 in Ω and thus
u−1(∂M) = Ω. It follows that u is a minimizing harmonic map into ∂M.

An alternative geometric proof (which avoids subharmonicity of ρ ◦u) is to take any supporting
plane H(y) = (y− y0) · νy0 , with y0 ∈ ∂M , with M ⊂ {H < 0}, and consider the restriction of the
map to {H ≥ 0}. Applying the minimum principle to the harmonic function H(u(x)) in the set
{H > 0} allows us to conclude that u−1(∂M) = Ω.

Example 2.14. In analogy with parametric minimal surfaces, one can show that if the convex hull of
the image of the boundary satisfies conv(u(∂Ω)) ⊂M then u(Ω) ⊂M . Indeed, as in Example 2.13,
the distance function to the convex hull is subharmonic (as u is harmonic in each component),
so the maximum principle shows that the distance function vanishes everywhere, proving that
u(Ω) ⊂ conv(u(∂Ω)) ⊂M .

We conclude this section with a comparison between minimizing constraint maps and solutions
to the scalar obstacle problem.

2.5. Comparison with the scalar obstacle problem. Given a scalar function φ ∈ C∞(Ω),
the classical obstacle problem consists in minimizing the Dirichlet energy E among all functions
v ∈ W 1,2(Ω) satisfying the constraint v ≥ φ in Ω. Minimizers of this problem are precisely the
solutions of the equation

∆v = (∆φ)χ{v=φ} in Ω. (2.12)

This problem and many variations of it have been the subject of intensive research over several
decades and from various perspectives. Several influential works that have shaped the recent
landscape of the scalar theory are, for instance, [19, 21, 23, 30, 31, 32, 40, 58, 62, 74, 79, 81, 85].

Here, we consider graphical obstacles and compare the solutions of the classical scalar obstacle
problem to minimizing constraint maps. As we shall prove below, these two objects are always
different unless the solution does not “actively” touch the obstacle. Informally speaking, the reason
for this difference comes from the fact that the graph of a solution to the obstacle problem is pushed
upwards by the obstacle, while the hypersurface parametrized by a minimizing constraint map is
pushed away from the obstacle.

To begin our analysis, we denote byMφ the subgraph of φ, i.e.,Mφ = {(ȳ, yn+1) ∈ Rn+1 : φ(ȳ) <

yn+1}, fix a solution v ∈W 1,2(Ω) to (2.12), and consider the vectorial map u ∈W 1,2(Ω;Mφ) defined
by

u(x) := (x, v(x)). (2.13)

Assume by contradiction that u is a minimizing constraint map. Since φ ∈ C2(Ω), we have

v ∈ C1,1
loc (Ω), whence u ∈ C1,1

loc (Ω;Mφ). Since Dv = Dφ on Ω ∩ {v = φ} = Ω ∩ u−1(∂M), we also
have

Dαu = eα + (Dαφ)en+1 on Ω ∩ u−1(∂M). (2.14)

for every α ∈ {1, 2, · · · , n}, where eα is the standard α-th basis vector in Rn+1. Thus, denoting by
Ay(·, ·) the second fundamental form of ∂Mφ (which is precisely the graph of φ) at y,

Au(Du,Du) =
(−Dφ, 1)
1 + |Dφ|2∆φ on Ω ∩ u−1(∂M),
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with the specific choice u as in (2.13)8 and using (2.14). Thus, if u is a minimizing constraint map,
it follows from the Euler-Lagrange system (1.2) as well as the definition (2.13) of u that

(∆v)en+1 = ∆u = − ∆φ

1 + |Dφ|2
(
(Dαφ)eα − en+1

)
χ{v=φ} in Ω; (2.15)

here, as usual, we used the summation convention for the repeated index α running through
{1, 2, · · · , n}. Comparing (2.12) with (2.15), it follows that

|Dφ|2∆φ = 0 a.e. on Ω ∩ {v = φ}. (2.16)

Note that (2.16) is a very strong restriction. Indeed, since D2φ = 0 (and so ∆φ = 0) a.e. on the
set {Dφ = 0}, (2.16) is equivalent to implies

∆φ = 0 a.e. on Ω ∩ {v = φ}. (2.17)

Combining this information with (2.12), we deduce that ∆v = 0 a.e., thus v is harmonic.
In other words, except in the trivial case when v is harmonic (which means that the obstacle is

not acting on the function v), the graph of the solution to the obstacle problem does not coincide
with the corresponding minimizing constraint map.

3. Regularity of the distance to the convex hull of the obstacle

In this section, we establish the uniform regularity of the distance of a minimizing constraint
map to the convex hull of the given obstacle. This result significantly improves [28, Theorem 6.1].
For convenience, we state the result below with Y being an arbitrary closed convex set containing
M c, but the result is particularly relevant when Y is the convex hull of M c.

Theorem 3.1. Let M be a smooth domain in Rm with compact complement, Y a closed convex
set containing M c, and u ∈ W 1,2(Ω;M) a minimizing constraint map with ∥u∥W 1,2(Ω) ≤ Λ. Then
for every δ > 0 there exists a modulus of continuity ω, depending only on n, m, ∂M , Λ, and δ,
such that

osc
Br(x0)

dist(u, Y ) ≤ ω(r) ∀ r ∈ (0, δ), (3.1)

whenever B2δ(x0) ⊂ Ω.

We begin by showing that the distance function is subharmonic.

Lemma 3.2. Let Y be a closed convex set containing M c. Then the function dist(u, Y ) is weakly
subharmonic in Ω.

Proof. Define the function w : Ω → R, w(x) := dist(u(x), Y ). Since {w > 0} \ Σ(u) ⊂ u−1(M) \
Σ(u), it follows by (1.1) that ∆u = 0 inside int({w > 0}) \ Σ(u). Hence, since y 7→ dist(y, Y )
is convex (by the convexity of Y ), we conclude that ∆w ≥ 0 inside int({w > 0}) \ Σ(u). As
dimHΣ(u) ≤ n − 3 by Theorem 2.6 and w ∈ W 1,2(Ω), by a capacity argument it follows that
∆w ≥ 0 weakly in Ω. □

As a corollary, we obtain an interior L∞-estimate for u:

Corollary 3.3. Under the hypothesis of Theorem 3.1 there is a ∈M c such that |u− a| ∈ L∞
loc(Ω)

and

∥u− a∥L∞(Ω′) ≤ cdiamM c +
c∥u− a∥L2(Ω)

dist(Ω′, ∂Ω)n/2

for every subdomain Ω′ ⋐ Ω, where c depends only on n.

8In fact, setting ψ : Ω → Rn+1 as the canonical parametrization of the graph, ∂Mφ, of φ, (i.e., ψ(x) := (x, φ(x)))
we obtain, for any 1 ≤ α, β ≤ n,

Aψ(Dαψ,Dβψ) =
(−Dφ, 1)
1 + |Dφ|2Dαβφ in Ω.
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Proof. Since M c is compact, there is a ∈ M c such that M c ⊂ BR(a), with R := diamM c. Set
Y := BR(a), so that dist(u, Y ) = (|u−a|−R)+. By Lemma 3.2, dist(u, Y ) is weakly subharmonic in
Ω. The conclusion then follows from the local L∞-estimate for weakly subharmonic functions. □

We also immediately obtain the following conclusion on the range of constraint maps:

Corollary 3.4. Let u ∈ W 1,2(Ω;M) be a minimizing constraint map. If Y is the closed convex
hull of u(∂Ω) ∪M c, then u(x) ∈ Y for a.e. x ∈ Ω.

Proof. This follows from the weak maximum principle by applying Lemma 3.2 to dist(u, Y ). □

In what follows, we shall fix a closed convex set Y containing M c. We shall denote by ε0 =
ε0(n,m, ∂M) the small energy threshold from Corollary 2.5. In addition, c will denote a generic
positive constant depending at most on n, m, ∂M , and Λ, for a given Λ > 1.

The proof of Theorem 3.1 will be based on the two subsequent lemmas. The first lemma asserts
that if a map mostly takes values outside an η-neighborhood of the convex hull of the obstacle,
then the mapping is uniformly regular in the interior of the domain.

Lemma 3.5. Let u ∈ W 1,2(B4;M) be a minimizing constraint map such that ∥u∥W 1,2(B4) ≤ Λ.
For every η > 0, there exists a constant σ ≡ σ(n,m, ∂M,Λ, η) ∈ (0, 1), such that if |{dist(u, Y ) ≤
η} ∩B2| ≤ σ, then u ∈ C1,1(B1) with the estimate

∥u∥C1,1(B1) ≤ c, (3.2)

where c > 1 depends only on n, m, ∂M , Y , and Λ.

Proof. In view of the ε-regularity theorem, Theorem 2.4, it suffices to find, under the assumption
of the statement, a radius r0 ≡ r0(n,m, ∂M,Λ) > 0, such that

E(u, x, 2r0) < ε20 ∀x0 ∈ B1.

It suffices to check this claim when Y is the convex hull of M c, as the convex hull is the smallest
(closed) convex set containing M c.

Suppose that the claim is not true for the convex hull Y , for some η > 0. Then, for each k =
1, 2, · · · , there exists a minimizing constraint map uk ∈ W 1,2(B4;M) such that ∥uk∥W 1,2(B4) ≤ Λ
and

|{dist(uk, Y ) ≤ η} ∩B2| ≤ σk → 0, (3.3)

but for some xk ∈ B1 and rk → 0+ it holds

E(uk, xk, 2rk) ≥ ε20. (3.4)

By Lemma 2.2, up to a subsequence uk → u strongly in W 1,2(B3;Rm) as k → ∞, for some
minimizing constraint map u ∈ W 1,2(B3;M). In particular, extracting a further subsequence if
necessary, we have uk → u a.e. in B3, so

dist(uk, Y ) → dist(u, Y ) a.e. in B3.

Passing to the limit in (3.3), we observe that

dist(u, Y ) ≥ η a.e. in B2.

In particular, B2 ∩ u−1(∂M) = ∅, which combined with (1.2) yields ∆u = 0 in B2, and therefore

Σ(u) ∩B2 = ∅. (3.5)

However, by (3.4), it follows from Corollary 2.3 that

E(u, x0, 0
+) ≥ ε20 > 0,

for some x0 ∈ B1; by Corollary 2.5 this implies x0 ∈ Σ(u), a contradiction to (3.5). This finishes
the proof. □
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Remark 3.6. In the setting of Lemma 3.5, if σ is chosen sufficiently small (for instance, if σ ≪ ηn/2),
then in fact ∆u = 0 in B1. Indeed, for such σ we must have dist(u, Y ) > 0 in B1, since otherwise
by (3.2) we would have dist(u, Y ) ≤ η in a ball of radius c

√
η, contradicting our assumption.

Our second lemma shows the uniform decay of the distance map at a point of high energy.

Lemma 3.7. Let u ∈ W 1,2(B4;M) be a minimizing constraint map, with ∥u∥W 1,2(B4) ≤ Λ. Then
for every η > 0, there exist radii 0 < s < r ≪ 1, both depending only on n, m, ∂M , Λ, and η,
such that

E(u, 0, s) ≥ ε20 =⇒ dist(u, Y ) ≤ η in Br.

Proof. Since ∥u∥L2(B4) ≤ Λ, we have ∥ dist(u, Y )∥L2(B4) ≤ c. By Lemma 3.2, dist(u, Y ) is weakly
subharmonic in B4, therefore dist(u, Y ) ≤ c0c in B3 for some c0 = c0(n), cf. also Corollary 3.3.

Let η ∈ (0, 12c0c) be given. Let ℓ be a positive integer, and suppose that

λℓ := ∥ dist(uℓ, Y )∥L∞(B4) > η, (3.6)

where uℓ(x) := u(2−ℓx) is still a minimizing constraint map in W 1,2(B4;M). By the monotonicity
of the normalized energy, Lemma 2.1, we have

E(uℓ, 0, 4) = E(u, 0, 22−ℓ) ≤ E(u, 0, 4) ≤ 42−nΛ2.

Furthermore, since dist(u, Y ) ≤ c0c in B3, dist(uℓ, Y ) ≤ c0c in B4 as 22−ℓ ≤ 3, for any ℓ ≥ 1.
Let c̄ be the C1,1-bound in (3.2), so c̄ depends only on the parameters n,m, ∂M and max{Λ2, c0c},

and choose σ to be the measure threshold in the same lemma, determined further by 1
2η. Since we

assume E(u, 0, s) ≥ ε20, we have E(uℓ, 0, 2
ℓs) ≥ ε20. Hence, choosing s sufficiently small so that

22ℓ+1s2|B1|c̄ < ε20, (3.7)

there must exist a set F ⊂ B1 of positive measure such that |Duℓ| > 2c̄ on F . In particular, the
C1,1-estimate (3.2) cannot hold for uℓ. Then it follows as the contraposition of Lemma 3.5 that
|{dist(uℓ, Y ) ≤ 1

2η} ∩B2| > σ. Combining this with (3.6) gives us |{dist(uℓ, Y ) ≤ 1
2λℓ} ∩B2| > σ.

As dist(uℓ, Y ) is weakly subharmonic in B4 and dist(uℓ, Y ) ≤ λℓ in B4, the De Giorgi oscillation
lemma (see e.g. [15, Proposition 2]) now implies that

λℓ+2 = ∥ dist(uℓ, Y )∥L∞(B1) ≤ (1− µ)2λℓ, (3.8)

for some µ ∈ (0, 12), depending only on n and ση, hence on n, m, ∂M , Y , Λ and η.
Iterating the implication (3.6)–(3.8), and recalling that λℓ ≤ λ1 ≤ c0c, we obtain

λℓ ≤ max{4(1− µ)ℓc0c, η},
for every ℓ ∈ N for which (3.7) holds. Taking ℓ̄ := min{ℓ ∈ N : 4(1− µ)ℓc0c ≤ η}, and selecting s
to be sufficiently small so that (3.7) holds for all ℓ ≤ ℓ̄, we obtain λℓ̄ ≤ η, that is,

dist(u, Y ) ≤ η in B4·2−ℓ̄ .

Finally, we choose r := 4 · 2−ℓ̄; it is not hard to see from (3.7) that r > s. Tracking down the
dependence of these radii, we also verify that both r and s depend only on n, m, ∂M , Y , Λ and η
as desired. □

We are now ready to prove the universal modulus of continuity of dist(u, Y ).

Proof of Theorem 3.1. It suffices to prove the theorem when Ω = B4, x0 = 0, δ = 1. The general
case follows by a simple scaling argument.

Let η > 0 be given and let λ = 1
8 . We fix a constant c(n) to be fixed later, and we choose radii

0 < s < r ≪ 1 as in Lemma 3.7, corresponding to the parameters n, m, ∂M , c(n)Λ, and η.
If E(u, 0, 2λs) ≥ ε20, then Lemma 3.7, applied to u2λ(x) := u(2λx), shows that 0 ≤ dist(u, Y ) ≤ η

in B2λr, whence
osc
B2λr

dist(u, Y ) ≤ η. (3.9)

This application of Lemma 3.7 determines the choice of c(n).
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Alternatively, if E(u, 0, 2λs) < ε20, then by the ε-regularity theorem, Theorem 2.4, we have
u ∈ C1,1(Bλs) and |Du| ≤ c0

λs in Bλs, for some constant c0 ≡ c0(n,m, ∂M). Combined with the
fact that dist(·, Y ) is 1-Lipschitz, we find that

osc
Bηλs/(2c0)

dist(u, Y ) ≤ η. (3.10)

By virtue of (3.9) and (3.10), we derive in either case that the oscillation of dist(u, Y ) is bounded
by η in Bt(x0), for some radius t ≡ t(n,m, ∂M,Λ, η). This finishes the proof. □

A direct consequence of Theorem 3.1 is that, when the obstacle M c is convex, there exists a
universal continuity estimate on ρ ◦ u, thus improving [28, Theorem 6.1].

Corollary 3.8. Let M ⊂ Rm be a smooth domain with compact convex complement, and let
u ∈W 1,2(Ω;M) be a minimizing constraint map with ∥u∥W 1,2(Ω) ≤ Λ. Then ρ ◦ u is subharmonic
and continuous in Ω. In addition, its modulus of continuity depends on n, m, ∂M , Λ, and δ only.

4. Universal L−γ-estimate near discontinuities

In this section we establish a universal L−γ-estimate of the energy density of minimizing con-
straint maps near effective discontinuity points,9 see Theorem 1.2. As mentioned before, this result
also applies to classical harmonic maps, and we believe it to be of its own interest.

Throughout this section, we shall fix ε0 ≡ ε0(n,m, ∂M) as the energy threshold provided by
Corollary 2.5. Let us begin our analysis by finding the critical scale, labeled ru(x) below.

Lemma 4.1 (Critical scale). Let u ∈ W 1,2(B4;M) be a minimizing constraint map satisfying
∥u∥W 1,2(B4) ≤ Λ. There exists a large integer ℓ0 > 1, depending only on n, m, ∂M , and Λ, such
that the following holds: setting

ru(x) :=

{
sup

{
r ∈ (0, 2] : E(u, x, r) ≤ ℓ−2

0 ε20
}

if x ∈ B2 \ Σ(u),
0 if x ∈ B2 ∩ Σ(u),

(4.1)

we have that Σ(u) = r−1
u (0) and that if E(u, y, 1) ≥ ε20 for some y ∈ B2, then ru(x) ≤ 1 for all

x ∈ B2.

Proof. The assertion Σ(u) = r−1
u (0) follows immediately from Corollary 2.5, as ε0 is chosen as the

energy threshold there.
Assume now that E(u, y, 1) ≥ ε20 for some y ∈ B2. To prove that ru(x) ≤ 1 for all x ∈ B2, we

claim that

E(u, x, 1) >
1

ℓ20
ε20, ∀x ∈ B2,

for some positive integer ℓ0 ≡ ℓ0(n,m, ∂M,Λ). Once the claim holds, the conclusion follows from
the monotonicity of the normalized energy, Lemma 2.1.

Suppose that the claim does not hold. Then there is, for every k ∈ N, a minimizing constraint
map uk ∈W 1,2(B4;M) with ∥uk∥W 1,2(B4) ≤ Λ such that E(uk, yk, 1) ≥ ε20 for some yk ∈ B2, but

E(uk, xk, 1) ≤
1

k2
ε20,

for some xk ∈ B2. We may assume without loss of generality that xk → x∞ and yk → y∞ as
k → ∞, for some x0, y0 ∈ B2. Up to a subsequence, the compactness of minimizing constraint
maps (Lemma 2.2) implies that uk converges strongly to u inW 1,2(B3;M), where u is a minimizing
constraint map. Given that B1(yk) ∪B1(y∞) ⊂ B3, this strong convergence implies that

E(u, y∞, 1) ≥ ε20 > 0. (4.2)

9By effective discontinuity points, we mean the points which have normalized energy above the ε-regularity
threshold. The set of effective discontinuity points necessarily includes a neighborhood of the set Σ(u) of the actual
discontinuity points, due to the monotonicity of the energy. For further discussion, we refer the reader to [69].



18 A. FIGALLI, A. GUERRA, S. KIM, AND H. SHAHGHOLIAN

However, since B1(xk) ∪B1(x∞) ⊂ B3, we also have

E(u, x0, 1) = 0,

thus |Du| = 0 a.e. in B1(x0).
Note now that, in view of (1.2), we have |∆u| ≤ c|Du|2. Also, u is locally Lipschitz in B3 \Σ(u).

Furthermore, Theorem 2.6 implies that dimHΣ(u) ≤ n − 3 < n − 1, and so by [54, Theorem
IV.4] the open set B3 \Σ(u) is connected. Thus, the classical unique continuation principle (see [7,
Remark 3]) yields |Du| = 0 everywhere outside Σ(u), whence also |Du| = 0 a.e. in B3; in particular
E(u, y0, 1) = 0, contradicting (4.2). This finishes the proof. □

In what follows, we shall also fix the large constant ℓ0 ≡ ℓ0(n,m, ∂M,Λ) chosen in Lemma 4.1.
Given a smooth non-constant map f : Ω → Rm and a ball Br(x0) ⊂ Ω, let us write N(f, x0, r) for
the frequency of f in the ball Br(x0), i.e.,

N(f, x0, r) :=
r
´
Br(x0)

|Df |2 dx´
∂Br(x0)

|f − (f)x0,r|2 dHn−1
, (4.3)

where (f)x0,r denotes the integral average of f over the (n−1)-dimensional sphere ∂Br(x0). When
x0 = 0, we shall write (f)r ≡ (f)0,r for simplicity.

We are ready to make the key observation of this section: the frequency is uniformly bounded
below the critical scale, provided that the mapping has discontinuities nearby (or, more generally,
points of sufficiently large energy).

Lemma 4.2 (Frequency bound at the critical scale). Let u ∈ W 1,2(B4;M) be a minimizing
constraint map satisfying ∥u∥W 1,2(B4) ≤ Λ. There exist a frequency threshold λ0 > 1, depending

only on n, m, ∂M , and Λ, such that if E(u, y, 1) ≥ ε20 for some y ∈ B2, then

N(u, x, ru(x)) ≤ λ0,

for any x ∈ B1 \ Σ(u), where ru(x) is as in (4.1).

Proof. Throughout the proof, c will denote a generic constant depending at most on n, m and
∂M . Assume that the conclusion of the lemma is false. Then for every k ∈ N, there must exist
a minimizing constraint map uk ∈ W 1,2(B4;M) such that ∥uk∥W 1,2(B4) ≤ Λ, E(uk, yk, 1) ≥ ε20 for
some yk ∈ B2, but at some xk ∈ B1 \ Σ(uk) it satisfies, with rk := ruk(xk),

N(uk, xk, rk) ≥ k. (4.4)

By Lemma 4.1, rk ≤ 1 for all k. This, along with xk ∈ B2, yields

B 3
2
rk
(xk) ⊂ B 3

2
(xk) ⊂ B4. (4.5)

In what follows, let us write

vk(y) := uk

(
1

2
rky + xk

)
, (4.6)

which is a minimizing constraint map inW 1,2(B3;M). By Lemma 2.1, (4.5) and the a priori bound´
B1

|Duk|2 dx ≤ Λ2, we deduce that

E(vk, 0, 3) = E

(
uk, xk,

3

2
rk

)
≤ E

(
uk, xk,

3

2

)
≤ c

ˆ
B4

|Duk|2 dx ≤ cΛ2. (4.7)

In addition, since M c is compact and ∥uk∥L2(B4) ≤ Λ, Corollary 3.3 implies that |uk| ≤ c(1 + Λ)
a.e. in B7/2, thus

|vk| ≤ c(1 + Λ) a.e. in B5/2.

In particular {vk}∞k=1 is bounded in W 1,2(B5/2;M), so Lemma 2.2 yields a minimizing constraint

map v ∈W 1,2(B2;M) such that

vk → v strongly in W 1,2(B2;Rm), (4.8)
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after potentially extracting a subsequence.
However, as (4.4) yields N(vk, 0, 2) = N(uk, xk, rk) ≥ k, it follows from (4.7) thatˆ

∂B2

|vk − (vk)1|2 dHn−1 ≤ c

k
Λ2, (4.9)

for every k ∈ N . By (4.8), the boundedness of the trace operator [27, §3 Theorem 4.6] implies

vk → v strongly in L2(∂B2;Rm),

and so we find, via (4.9), that
v = a a.e. on ∂B2, (4.10)

for some point a ∈ ∂M .
We now observe that (4.10) implies v = a a.e. in B3: taking φ : B3 → Rm defined by φ = a in

B2 and φ = v in B3 \B2, φ is an admissible map and so the minimality of v impliesˆ
B2

|Dv|2 dx ≤
ˆ
B2

|Dφ|2 dx = 0,

i.e. |Dv| = 0 a.e. in B2. As in the proof of Lemma 4.1, the unique continuation principle [7,
Remark 3] allows us to deduce that v = a in B3 \ Σ(v), which then readily implies that v = a in
B3 and Σ(v) = ∅. This is however a contradiction, as the choice of rk and (4.8) yield

E(v, 0, 2) = lim
k→∞

E(vk, 0, 2) = lim
k→∞

E(uk, xk, rk) ≥
1

ℓ20
ε20.

This finishes the proof. □

Next we show that, above the critical scale, the differential of the map has a uniform lower
bound on a universal fraction of each cube.

Lemma 4.3 (Above the critical scale). For any σ ∈ (0, 1), there are a small constant δ > 0,
depending only on n, m, ∂M , Λ, and σ, and a large constant c0 > 1, depending solely on n, m,
and ∂M , such that for any minimizing constraint map u ∈W 1,2(B8;M) satisfying ∥u∥W 1,2(B8) ≤ Λ,

if E(u, 0, 4) ≥ 1
ℓ20
ε20, then

|{|Du| ≥ δ|Q|− 1
n } ∩Q| ≥ (1− σ)|Q|,

where Q = [−1/
√
n, 1/

√
n]

n
is the largest cube contained in B1.

Proof. Fix σ ∈ (0, 1). Assume, for the sake of contradiction, that for each k ∈ N, there exists a
minimizing constraint map uk ∈ W 1,2(B8;M) satisfying ∥uk∥W 1,2(B8) ≤ Λ and E(uk, 0, 4) ≥ 1

ℓ20
ε20,

but
|{|Duk| > δk|Q|− 1

n } ∩Q| < (1− σ)|Q|, (4.11)

along a sequence δk → 0.
As in the proof of Lemma 4.2, one can find, via Lemma 2.2, a minimizing constraint map

u ∈W 1,2(B4;M) such that

uk → u strongly in W 1,2(B4;Rm), (4.12)

along a subsequence. To simplify our notation, let us assume without loss of generality that the
convergence holds along the full sequence. Therefore, by Egorov’s theorem, there exists a closed
set F ⊂ Q, with

|F | < 1

2
σ|Q|, (4.13)

such that
Duk → Du uniformly on Q \ F. (4.14)

Thus, by (4.11) and (4.13),

|{|Duk| ≤ δk|Q|− 1
n } ∩ (Q \ F )| ≥ σ|Q| − |F | ≥ 1

2
σ|Q|. (4.15)
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Recalling that δk → 0, we obtain from (4.14) and (4.15) that

|{|Du| = 0} ∩ (Q \ F )}| ≥ 1

2
σ|Q|.

Arguing as in the proof of Lemma 4.2, we again deduce from the minimality of u and the unique
continuation principle that |Du| = 0 in B4. However, by (4.12),

E(u, 0, 4) = lim
k→∞

E(uk, 0, 4) ≥
1

ℓ20
ε20,

which is a contradiction. This completes the proof.
□

Next, we look below the critical scale ru(x). There, our system (1.2) can be considered as a
linear system with bounded coefficients for the first-order term, due to the ε-regularity theorem.
Therefore, the energy density Du admits a uniform doubling property depending on the frequency
of the mapping u. For the reader’s convenience, we recall these standard arguments in Lemma B.3
in the appendix.

Lemma 4.4 (Below the critical scale). Let λ > 1. Then there are constants δ = δ(n,m, ∂M, λ)
and σ = σ(n,m, ∂M, λ), 0 < δ, σ < 1, such that if u ∈ W 1,2(B4;M) is a minimizing constraint
map satisfying E(u, 0, 4) ≤ ε20 and N(u, 0, 4) ≤ λ, then

|{|Du| ≥ δ∥Du∥L∞(3Q)} ∩Q| ≥ (1− σ)|Q|,
for every cube Q such that 3Q ⊂ B2.

Proof. By our assumptions and Theorem 2.4, we deduce from (1.2) that

∆ui = aαijDαu
j in B2, (4.16)

with ∥aαij∥L∞(B2) ≤ c, where c depends only on n, m and ∂M . Hence, the assertion follows
immediately by applying Lemma B.3 with f = u. □

Combining the last three lemmas, we arrive at the following conclusion.

Lemma 4.5. There are constants δ0, σ0 ∈ (0, 1), both depending only on n, m, ∂M , and Λ,
such that for any minimizing constraint map u ∈ W 1,2(B4;M) satisfying ∥u∥W 1,2(B4) ≤ Λ, if

E(u, y, 1) ≥ ε20 for some y ∈ B2, then

|{|Du| ≥ δ0min{|Q|− 1
n , ∥Du∥L∞(3Q)}} ∩Q| ≥ (1− σ0)|Q|,

for every cube Q centered in B2 such that diamQ ≤ 1
8 .

Proof. We may assume without loss of generality that Λ > 1. Let λ0 be as in Lemma 4.2, and
choose δ1 and σ0 as in Lemma 4.4 corresponding to λ = λ0. We then select δ2 as in Lemma 4.3
corresponding to the chosen σ0 (and with cΛ in place of Λ for some c ≡ c(n,m, ∂M)). Finally, we
set δ0 := min{δ1, δ2} > 0.

Let Q be a cube centered in B2 with diamQ ≤ 1
8 . Denote by s its sidelength and by x0 its

center, so that Q = Qs(x0),
√
ns ≤ 1

8 , and |x0| ≤ 2. Let Br(x0) be the smallest ball containing

Q, i.e. r = 1
2

√
ns ≤ 1

16 . Then B8r(x0) ⊂ B1(x0) ⊂ B3. Hence, the monotonicity of the normalized
energy, Lemma 2.1, along with our assumption ∥u∥W 1,2(B4) ≤ Λ, yields

E(u, x0, 8r) ≤ E(u, x0, 2) ≤ 22−n∥Du∥2L2(B4)
≤ 22−nΛ2. (4.17)

Moreover, by the local L∞-estimate, Corollary 3.3, we have

∥u∥L∞(B8r(x0)) ≤ ∥u∥L∞(B3) ≤ c+ c∥u∥L2(B4) ≤ cΛ; (4.18)

in the last inequality, we also used Λ > 1. Recall the critical scale ru(x0) defined in (4.1). By
Theorem 2.4 and Lemma 4.1, it holds 0 ≤ ru(x0) ≤ 1. Let us divide the proof into two cases.

Case 1. r ≥ 1
4ru(x0).
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In view of (4.1), we have E(u, x0, 4r) ≥ 1
ℓ20
ε20. Also, by virtue of (4.17) and (4.18), we have

∥ux0,r∥W 1,2(B8) ≤ cΛ,

where ux0,r(y) := u(ry + x0) with c ≡ c(n,m, ∂M). Hence, Lemma 4.3 (with σ = σ0 and δ = δ2
there) applies to ux0,r. Rescaling back and recalling that Q is the largest cube contained in Br(x0),
since δ0 ≤ δ1 we obtain

|{|Du| ≥ δ0|Q|− 1
n } ∩Q| ≥ (1− σ0)|Q|.

Thus, the conclusion of the lemma follows.

Case 2. r < 1
4ru(x0).

In this case, we have x0 ̸∈ Σ(u) and E(u, x0, 4r) <
1
ℓ20
ε20. By Lemma 4.2 we haveN(u, x0, ru(x0)) ≤

λ0, and by definition E(u, x0, ru(x0)) ≤ 1
ℓ20
ε20 < ε20. Thus Lemma 4.4 applies to ux0,ru(x0)(y) :=

u(ru(x0)y + x0). Since 4r ≤ ru(x0), and Q ⊂ Br(x0), we have 3Q ⊂ B3r(x0) ⊂ Bru(x0)(x0). Thus,
we deduce (after rescaling back) that

|{|Du| ≥ δ0∥Du∥L∞(3Q)} ∩Q| ≥ (1− σ0)|Q|.
Therefore, the conclusion of this lemma is verified for the alternative case as well. This finishes
the proof. □

We are now ready to prove Theorem 1.2, which is a direct consequence of the last lemma
and the Calderón–Zygmund cube decomposition, whose statement we recall here for the reader’s
convenience (see e.g. [13] for a proof).

Lemma 4.6 (Calderón-Zygmund). Let A,B ⊂ Q1 be measurable sets, and let σ > 0 be given.
Assume the following:

(1) |A| ≤ σ.

(2) If |A ∩Q| > σ|Q| for some dyadic cube Q, then Q̃ ⊂ B, where Q̃ is the predecessor of Q.

Then |A| ≤ σ|B|.
Proof of Theorem 1.2. Consider a collection of disjoint open cubes Qi, centered in B2, with the

same side-length s, i.e. ns2 = (diamQi)2, such that B1 ⊂
⋃i0

i=1Q
i
and diamQi ≤ 1

8 for each i. We
can take the collection in such a way that its cardinality i0 is bounded by a constant depending
only on n. By the assumption diamQi ≤ 1

8 , we must have 64ns2 ≤ 1.
Take ε0, ℓ0, δ0, and σ0 as in Corollary 2.5, Lemma 4.1 and Lemma 4.5. We claim that

|{|Du| ≤ t} ∩Qi| ≤ min{ct2γ , 1}sn, (4.19)

for every t > 0, for some c > 1 and γ > 0, both depending only on n, m, ∂M , and Λ, but not on
i. Then by (4.19) and elementary real analysis (integrating over all volume of super-level sets), we
deduce thatˆ

B1

|Du|−γ dx ≤
i0∑
i=1

ˆ
Qi

|Du|−γ dx = γ

i0∑
i=1

ˆ ∞

0
τ−1+γ |{|Du| ≤ τ−1} ∩Qi| dτ

≤ γi0s
n

[ˆ 1

0
τ−1+γ dτ +

ˆ ∞

1
cτ−1−γ dτ

]
≤ c,

where the last inequality follows from our choice (specified above) of both i0 and s, in such a way
that they are bounded above by a constant depending only on n.

To prove (4.19), let us define, for each k ∈ N, the set

Ai
k := {|Du| ≤ δk0} ∩Qi.

It is clear that Ai
k+1 ⊂ Ai

k. Moreover, Lemma 4.5 implies that |Ai
1| ≤ σsn, therefore

|Ai
k| ≤ σsn, ∀ k ∈ N. (4.20)
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Next we claim that if Q is a member of the dyadic cube decomposition of Qi then

|Ai
k+1 ∩Q| > σ0|Q| =⇒ Q̃ ⊂ Ai

k, (4.21)

where Q̃ is the predecessor of Q.
To prove this, assume by contradiction that Q̃ \Ai

k ̸= ∅. By the definition of Ai
k, we have

∥Du∥L∞(Q̃) > δk0 .

Since Q̃ ⊂ 3Q ⊂ 3Qi ⊂ B2 and |Q|−1/n ≥ |Qi|−1/n = s−1 >
√
n > 1 > δk+1

0 , Lemma 4.5 yields
that

|{|Du| ≥ δk+1
0 } ∩Q| ≥ (1− σ0)|Q|.

This implies that |Ai
k+1 ∩Q| ≤ σ0|Q|, a contradiction that proves the result.

Thanks to (4.20) and (4.21), it follows from Lemma 4.6 that |Ai
k+1| ≤ σ0|Ai

k|. Since k was an

arbitrary positive integer and |Ai
1| ≤ σ0s

n, we conclude that

|Ai
k| ≤ σk0s

n = sn(δk0 )
2γ , ∀ k ∈ N,

with γ := log σ0

2 log δ0
. Due to this bound, (4.19) follows. Since both δ0 and σ0 depend only on n, m,

Λ, and ∂M , so do the constants γ and c. This completes the proof. □

5. Regularity near free boundaries

The purpose of this section is to prove Theorem 1.1, which asserts that, whenever the obstacle
is uniformly convex, minimizing constraint maps are C1,1 in a universal neighborhood of the non-
coincidence set. Therefore, throughout this section, we assume that M is a smooth domain with
uniformly convex complement. Moreover, we fix ε0 as the energy threshold chosen as in Lemma 4.1,
which depends only on n, m, and ∂M .

As we shall see, the result follows from Theorem 1.2, proved in the previous section, with the
following elementary De Giorgi-type lemma, which we will apply to the subharmonic function ρ◦u.
Lemma 5.1. Let w ∈ W 1,2(B2) be a nonnegative subharmonic function, and suppose that there
are positive constants a, p, q such that

|{w > 0} ∩Br| ≤
a

(R− r)q
∥w∥pL∞(BR)

, (5.1)

whenever 1 ≤ r < R ≤ 2. Then there is a constant η ∈ (0, 1), depending only on n, a, p, and q,
such that if w ≤ η a.e. in B2, then w = 0 a.e. in B1.

Proof. Let rk := 1 + 4−k and sk := 1 + 2 · 4−k−1, for each k ∈ N. Then rk − sk = 2 · 4−k−1 and
sk − rk+1 = 4−k−1. Denote δk := |{w > 0} ∩ Bsk | and λk := ∥w∥L∞(Brk )

. Then our hypothesis

(5.1) yields

δk ≤ a(2 · 4k+1)qλpk.

This, combined with the local L∞-estimate for subharmonic functions, implies that

λk+1 ≤
c

(sk − rk+1)n
∥w∥L2(Bsk )

≤ c · 4n(k+1)λkδk ≤ Ca · 4k(n+q)λ1+p
k ,

where c = c(n) and C = 23β+2nc. Thanks to this recursive relation, it follows that

λ0 ≤ η =⇒ lim
k→∞

λk = 0,

if η is sufficiently small; the smallness condition can be determined a priori by n, a and γ only.
Since ∥w∥L∞(B1) ≤ λk for all k, we conclude that w = 0 a.e. in B1. □

We can now prove the following key step towards Theorem 1.1.
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Lemma 5.2. There exists a constant η > 0, depending only on n, m, ∂M , and Λ, such that for
any minimizing constraint map u ∈ W 1,2(B4;M) satisfying

´
B4

|Du|2 dx ≤ Λ2 and ρ ◦ u ≤ η in
B4,

E(u, y, 1) ≥ ε20 for some y ∈ B2 =⇒ B1 ⊂ u−1(∂M).

Proof. Fix a pair of radii with 1 ≤ r < R ≤ 2, and let ψ ∈ C∞
0 (BR) be a smooth cutoff function

such that ψ = 1 in Br, |D2ψ| ≤ c/(R − r)2, and 0 ≤ ψ ≤ 1 in BR, with c = c(n). In view of
the equation (2.2) and by the geometric bounds (2.6) with ξ = Dαu(x) (note that, by chain rule,
∇Π(u(x)) ·Dαu(x) = Dα(Π ◦ u)(x)), we find

c

(R− r)2

ˆ
BR

(ρ ◦ u) dx ≥
ˆ
BR

(ρ ◦ u)∆ψ dx

=

ˆ
BR∩u−1(M)

ψHess ρu(Du,Du) dx

≥ c0

ˆ
Br∩u−1(M)

|D(Π ◦ u)|2 dx.

(5.2)

On the other hand, as ρ◦u is weakly subharmonic in B4 due to the convexity ofM c, the Caccioppoli
inequality along with ρ ◦ u ≤ η < 1 in B4 and |D(ρ ◦ u)| = 0 a.e. in Br \ u−1(M) shows that

c

(R− r)2

ˆ
BR

(ρ ◦ u) dx ≥
ˆ
Br∩u−1(M)

|D(ρ ◦ u)|2 dx. (5.3)

Adding (5.2) and (5.3), and utilizing |Du|2 ≤ c|D(Π ◦ u)|2 + c|D(ρ ◦ u)|2 a.e., we get

c

(R− r)2

ˆ
BR

(ρ ◦ u) dx ≥ c0

ˆ
Br∩u−1(M)

|Du|2 dx, (5.4)

with a possibly larger constant c > 1.
Let ε, η > 0 and c1 > 1 be the constants determined a priori by n, m, ∂M , and Λ, as in Theorem

1.2. Since by assumption E(u, y, 1) ≥ ε20 for some y ∈ B2 and ρ ◦ u ≤ η in B4, we invoke Theorem
1.2 to obtain ˆ

B2

|Du|−γ dx ≤ c. (5.5)

Choosing p > 1 such that 1
p = 1

2 + 1
γ , Hölder inequality and (5.5) yield

|Br ∩ u−1(M)|
2
p ≤

(ˆ
Br∩u−1(M)

|Du|−γ dx

) 2
γ
ˆ
Br∩u−1(M)

|Du|2 dx ≤ c
2
γ

ˆ
Br∩u−1(M)

|Du|2 dx.
(5.6)

By (5.4) and (5.6), this implies

|Br ∩ u−1(M)| ≤ c

(R− r)p
∥ρ ◦ u∥

p
2

L∞(BR)
; (5.7)

note that p = 2γ
2+γ depends only on n, m, ∂M , and Λ. Since u−1(M) = {ρ◦u > 0}, condition (5.1)

is verified. By choosing η even smaller if necessary, Lemma 5.1 applies, so from the assumption
ρ ◦ u ≤ η in B4 we conclude that ρ ◦ u = 0 in B1. In other words, B1 ⊂ u−1(∂M), as desired. □

With the help of Lemma 5.2 we establish the following rigidity theorem, which may be of
independent interest.

Theorem 5.3. Let u ∈W 1,2
loc ∩ L∞(Rn;M) be a locally minimizing constraint map. Suppose that

lim sup
k→∞

[
k2−n

ˆ
Bk

|Du|2 dx
]
< +∞ and 0 ∈ Σ(u). (5.8)

Then u ∈W 1,2
loc (R

n; ∂M) and in particular u is a locally minimizing harmonic map into ∂M .



24 A. FIGALLI, A. GUERRA, S. KIM, AND H. SHAHGHOLIAN

Proof. By Lemma 2.1, Corollary 2.5, 0 ∈ Σ(u), and (5.8), there is a constant θ0 > ε20 such that

lim
k→∞

[
(kR)2−n

ˆ
BkR

|Du|2 dy
]
= θ0, (5.9)

for every R > 0. Let us write uk(y) := u(ky), which is a minimizing constraint map inW 1,2(B8;M).
By (5.9) and the bound |u| ∈ L∞(Rn), the sequence {uk}∞k=1 is bounded in W 1,2 ∩ L∞(B8;M).

Thus, by Lemma 2.2, there exists a minimizing constraint map u∞ ∈ W 1,2(B4;M) and a subse-
quence ki → ∞ such that uki → u∞ strongly in W 1,2(B4;Rm). Moreover, by Lemma 2.1, u∞ is
0-homogeneous in B4 since, by (5.9), we have

R2−n

ˆ
BR

|Du∞|2 dy = lim
i→∞

[
R2−n

ˆ
BR

|Duki |2 dy
]
= lim

i→∞

[
(kiR)

2−n

ˆ
BkiR

|Du|2 dx
]
= θ0,

for a.e. R ∈ (0, 4). Since 0 ∈ Σ(uk), it follows from Corollaries 2.3 and 2.5 that 0 ∈ Σ(u∞).
As u∞ is a minimizing constraint map, it follows from Corollary 3.8 that ρ ◦ u∞ is weakly

subharmonic and continuous in B4. Then the 0-homogeneity of ρ ◦ u∞ implies that ρ ◦ u∞ is
constant in B4, cf. [28, Lemma 2.6]. Since 0 ∈ Σ(u∞), in fact we must have

ρ ◦ u∞ = 0 in B4. (5.10)

Indeed, if ρ◦u∞ = a for some a > 0, then we would have |u−1
∞ (∂M)| = 0, and so by (1.2), ∆u∞ = 0

in B4, a contradiction to 0 ∈ Σ(u∞). We remark that this argument can also be found in the proof
of [28, Theorem 6.1].

Owing to (5.10) and the strong convergence of uki → u∞ in L2(B4;Rm), we have ρ ◦ uki → 0 in
L2(B4). By the subharmonicity of ρ ◦ uki from Corollary 3.8, we have

ρ ◦ uki → 0 in L∞(B4). (5.11)

Now we choose η to be a small constant, depending only on n, m, ∂M , and Λ, as in Lemma 5.2.
Then by (5.11) we can find a large i0 such that ρ ◦ uki ≤ η in B4 for all i ≥ i0. Recall that
0 ∈ Σ(uki), which implies E(u, 0, 1) ≥ ε20 by Lemma 2.1 and Corollary 2.5. Hence Lemma 5.2

implies that B1 ⊂ u−1
ki

(∂M). Rescaling back, we have proved that

Bki ⊂ u−1(∂M),

for every i ≥ i0. Since ki → ∞, we deduce that u−1(∂M) = Rn, which proves u ∈ W 1,2
loc (R

n; ∂M).

Finally, u is a minimizing harmonic map, since W 1,2(D; ∂M) ⊂ W 1,2(D;M) for any bounded
domain D ⊂ Rn. □

We are now ready to prove the main result of this section.

Proof of Theorem 1.1. As M c is convex, we can take Y = M c in Theorem 3.1, which along with
∥u∥W 1,2(B2) ≤ Λ yields a modulus of continuity ω, determined a priori by n, m, ∂M , and Λ, such

that for every r ∈ (0, 12) and x0 ∈ B1,

osc
Br(x0)

(ρ ◦ u) ≤ ω(r). (5.12)

By Corollary 3.8, the free boundary B1 ∩ ∂u−1(M) is well-defined, so let us take an arbitrary
point x0 there. Now let η be as in Lemma 5.2 (with cΛ2 in place of Λ there), and take δ =
δ(n,m, ∂M,Λ) ∈ (0, 18) small such that ω(8δ) ≤ η. By (5.12) and the fact that ρ ◦ u(x0) = 0, we
have

ρ ◦ u ≤ η in B8δ(x0). (5.13)

On the other hand, since B8δ(x0) ⊂ B1(x0) ⊂ B2, Lemma 2.1 yields

E(u, x0, 8δ) ≤ E(u, x0, 1) ≤
ˆ
B2

|Du|2 dx ≤ Λ2. (5.14)
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Now, as x0 ∈ B1 ∩ ∂u−1(M), B2δ(x0) \ u−1(∂M) ̸= ∅. By (5.13) and (5.14), the contraposition of
Lemma 5.2 (applied to ux0,2δ(y) := u(2δy + x0)) implies that

E(u, x0, 2δ) < ε20. (5.15)

Then, by Theorem 2.4, u ∈ C1,1(Bδ(x0)), and since δ ≡ δ(n,m,Λ, ∂M), we have the estimate

∥Dju∥L∞(Bδ(x0)) ≤ c, j ∈ {1, 2},
where c ≡ c(n,m,Λ, ∂M). This proves the validity of a uniform C1,1 bound in a neighborhood of
the free boundary. On the other hand, since ∆u = 0 in B1 ∩ u−1(M), for any y0 ∈ B1 ∩ u−1(M)
with dist(y0, B1 ∩ ∂u−1(M)) > δ, we may apply the interior estimates for harmonic functions, and
use the universality of δ as well as

´
B2

|Du|2 dx ≤ Λ2, to obtain that

|Dju(y0)| ≤ c, j ∈ {1, 2}.
Combining the above two inequalities, we arrive at the desired conclusion. □

6. Discontinuities on free boundaries produced by degenerate obstacles

This section stems from the search for the minimal geometric conditions on the obstacle under
which there are no discontinuities of u near the free boundary. In Theorem 1.1 we proved the
absence of discontinuities under the assumption that the obstacle is uniformly convex. The main
result in this section is Theorem 1.4, which shows the sharpness of the previous result: for convex
obstacles, there may be discontinuities on the free boundary if we allow the obstacle to have
flat sides. More precisely, we shall hereby call a subset T ⊂ ∂M a flat piece if T is relatively
open, connected, and all the principal curvatures of T vanish. Equivalently, T is a relatively open
connected subset of a hyperplane.

Before beginning the main proofs of this section, we collect some useful remarks.

Remark 6.1. Consider the setting of Theorem 1.4. By the boundary regularity theory [26], when-
ever both ∂Ω and u|∂Ω are of class C2, we have that u ∈ C1,α({x ∈ Ω : dist(x, ∂Ω) < δ}) for every
α ∈ (0, 1), where δ > 0 depends only on n, α, the C2-character of ∂Ω, and u|∂Ω; in particular,

dist(Σ(u), ∂Ω) ≥ δ.

Now, ifM c is convex then Ω∩u−1(M) is an open set according to Corollary 3.8, and hence ∆u = 0
in Ω ∩ u−1(M). In particular, we have u ∈ C∞(Ω ∩ u−1(M)). In conclusion, we obtain

u ∈ C1,α
loc (Ω ∩ u−1(M)) ∩ C∞(Ω ∩ u−1(M)).

The previous remark shows that there are no discontinuities in a neighborhood of the fixed
boundary ∂Ω. As we now observe, discontinuities are unavoidable in the interior.

Remark 6.2. As mentioned in the introduction, constraint maps, just as harmonic maps, generally
develop discontinuities for topological reasons. For the convenience of the reader, we briefly recall
why this is the case. Given Ω ⊂ Rn, we have the following topological fact:

u ∈ C0(Ω)

u = id on ∂Ω

}
=⇒ Ω ⊆ u(Ω). (6.1)

In particular, if M c ⋐ Ω and u ∈ W 1,2(Ω;M) is a minimizing constraint map with identity
boundary values, then the conclusion in (6.1) does not hold, and so we must have Σ(u) ̸= ∅. This
is essentially the setting of Theorem 1.4.

Implication (6.1) is most easily proved using the notion of topological degree, which is a way of
counting (with multiplicity) the number of solutions x ∈ Ω to an equation

u(x) = y, (6.2)

The topological degree shows that in the setting of Theorem 1.4, we must have Σ(u) ̸= ∅, but it can
also be used to yield information about the image of u, since y ∈ u(Ω) whenever deg(u,Ω, y) ̸= 0.
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Remark 6.3. In the setting of Theorem 1.4, we have

u|Ω∩u−1(M) is surjective onto Ω ∩M. (6.3)

The proof of this fact is somewhat involved and relies on degree theory. In fact, in Proposition
6.5 below we will prove a much stronger degree theoretic result, which we believe to be indepen-
dently significant. We also note that, from well-known properties of the topological degree, see
in particular Theorem A.1(4), our assumption deg(g) ̸= 0 on the boundary data implies that g is
surjective, namely g(∂Ω) = ∂Ω.

Assuming for now that (6.3) holds, let us show how it implies Theorem 1.4. First, we state a
simple consequence of the maximum principle:

Lemma 6.4. Let u ∈ W 1,2(Ω;M) be a minimizing constraint map, and let M and Ω be as in
Theorem 1.4. If u = g on ∂Ω and g(∂Ω) ⊆ ∂Ω, then the set Ω ∩ u−1(M) is open and connected.

Proof. Note that our assumptions ensure that dist(∂Ω, ∂M) > 0. Thus, since u = g on ∂Ω and
g(∂Ω) ⊆ ∂Ω, we see that the open set u−1(M) contains a neighborhood of ∂Ω, according to the
continuity provided by Remark 6.1.

If the set u−1(M) was not connected, then there would be a connected component C ⊂ u−1(M)
that is disjoint from ∂Ω, thus ∂C ⊂ ∂u−1(M)∩Ω. We would then have dist(u, ∂M) = 0 on ∂C and
dist(u, ∂M) > 0 on C. However, since the function dist(u, ∂M) is subharmonic in u−1(M) (since
u is harmonic in u−1(M) and dist(·, ∂M) is convex), this would contradict the weak maximum
principle.

□

Proof of Theorem 1.4, assuming (6.3). Let T be a flat piece of ∂M , that is,

T ⊂ {x ∈ Rn : e · x = c}
for some e ∈ Rn and c ∈ R, and assume without loss of generality that {e · x > c} ⊂ M . Let
M ′ ⊂M be the open half-cylinder with base T , namely

M ′ := {x = te+ x̄ ∈ Rn : x̄ ∈ T and t > 0}.
Fix any point y ∈ T . According to the surjectivity asserted in (6.3) (see Proposition 6.5 below),
there is a sequence {xk}∞k=1 ⊂ u−1(M) ∩ Ω such that u(xk) → y as k → ∞. We may also assume

that xk → x∞ for some x∞ ∈ u−1(M) ∩ Ω. We claim that

x∞ ∈ Σ(u);

once this is shown, we must have x∞ ∈ ∂u−1(M), since u is harmonic in the open set u−1(M)
according to (1.2) and Theorem 3.1.

Suppose, for the sake of contradiction, that x∞ ̸∈ Σ(u), so there is r > 0 with Br(x∞) ⊂ Ω\Σ(u).
Since T is a relatively open set in ∂M and u ∈ C0(Br(x∞)), we have u(Br(x∞)) ⊂ M ′ ∪ T , by
taking r smaller if necessary. In particular, (1.2) shows that u is harmonic in Br(x∞). Hence,
e · u ≥ c and ∆(e · u) = 0 in Br(x∞). Also, we have

e · u(x∞) = lim
k→∞

e · u(xk) = e · u(y) = c,

so the strong minimum principle asserts that e · u = c in Br(x∞). Since e · u is a harmonic
function in Ω ∩ u−1(M) and Ω ∩ u−1(M) is connected (see Lemma 6.4), the unique continuation
principle shows that e · u = c in Ω ∩ u−1(M). On the other hand, u is continuous near ∂Ω and
u(∂Ω) = g(∂Ω) = ∂Ω (since deg(g) ̸= 0, see Remark 6.3), so a contradiction is reached. □

The rest of this section is dedicated to proving (6.3). In fact, we will show a much more general
result concerning the topological degree of minimizing constraint mappings, valid for non-convex
obstacles, such as the one in Figure 2. We believe this more general result is independently
interesting, and it is relevant in Corollary 6.7 below.
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Figure 2. An example where Proposition 6.5 and Corollary 6.7 apply.

Proposition 6.5. Let Ω ⊂ Rn be a smooth uniformly convex domain, and M ⊂ Rn be such that
M c is connected and M c ⋐ Ω. Let O be the complement of the convex hull of M c. Consider
g ∈ C2(∂Ω; ∂Ω) with deg(g) ̸= 0 and let u ∈W 1,2

g (Ω;M) be a minimizing constraint map. For any
domain O′ ⋐ O, we have

deg(u,Ω′, ·) = deg(g) on Ω ∩O′, where Ω′ := Ω ∩ u−1(O′). (6.4)

In particular, u|Ω∩u−1(O) is a surjective componentwise-harmonic map onto Ω ∩O.

Before beginning the proof of Proposition 6.5, we prove a simple topological lemma. This lemma
does not rely on the specific geometric structure assumed in Proposition 6.5, and we use only that
O ⊆M .

Lemma 6.6. Let u : Ω → M be a map such that u|u−1(O) is continuous and u(∂Ω) ⊆ ∂Ω. For

every O′ ⋐ O we have u(∂Ω′) ⊆ ∂Ω ∪ ∂O′, where Ω′ = Ω ∩ u−1(O′) is as in (6.4).

Proof. Note that ∂Ω′ = ∂Ω ∪ [Ω ∩ ∂u−1(O′)]. Since we assume u(∂Ω) ⊆ ∂Ω, it suffices to prove
that

u(Ω ∩ ∂u−1(O′)) ⊆ ∂O′.

For this purpose, given x0 ∈ Ω∩∂u−1(O′), there is a sequence xk ∈ Ω∩u−1(O′) such that xk → x0,
and since u(xk) ∈ O′ we have u(x0) ∈ O′.

Assume by contradiction that u(x0) ∈ O′. Then x0 ∈ Ω ∩ u−1(O′), and since Ω ∩ u−1(O′) is an
open set, there is a ball Br(x0) ⊂ Ω ∩ u−1(O′), impossible.

This proves that u(x0) ∈ ∂O′, as desired. □

Proof of Proposition 6.5. Throughout the proof, we write f for the signed distance function to ∂Ω,
with f < 0 in Ω. Since Ω is smooth and uniformly convex, there is a tubular neighborhood N (∂Ω)
of ∂Ω where f is smooth and satisfies

Hess f(ξ, ξ) ≥ c|ξ⊤|2 on N (∂Ω), (6.5)

for some c > 0 and all ξ ∈ Rn. Here we write ξ⊤ := ξ − (ν · ξ)ν as in (2.4), where now ν (with a
slight abuse of notation deviating from the introduction) is the outwards unit normal to ∂Ω. For
δ > 0 small enough, we write

Oδ := {−δ < f ≤ 0} ⊆ Ω ∩N (∂Ω).

We split the proof into four steps.

Step 1. There is no ball B ⊂ u−1(O) such that f ◦ u = 0 in B.
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@⌦

<latexit sha1_base64="xFudrBv9CJwQ2HaE03s8254k9KI=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXrxZwX5gu5TZNNuGZrNLkhVK6b/w4kERr/4bb/4bs+0etPog8HhvZjLzgkRwbVz3yymsrK6tbxQ3S1vbO7t75f2Dlo5TRVmTxiJWnQA1E1yypuFGsE6iGEaBYO1gfJ357UemNI/lvZkkzI9wKHnIKRorPfQSVIajILf9csWtunOQv8TLSQVyNPrlz94gpmnEpKECte56bmL8aTaPCjYr9VLNEqRjHLKupRIjpv3pfOMZObHKgISxsk8aMld/dkwx0noSBbYyQjPSy14m/ud1UxNe+lMuk9QwSRcfhakgJibZ+WTAFaNGTCxBqrjdldARKqTGhlSyIXjLJ/8lrbOqV6vW7s4r9as8jiIcwTGcggcXUIcbaEATKEh4ghd4dbTz7Lw574vSgpP3HMIvOB/fNZKQoQ==</latexit>

@O

<latexit sha1_base64="hYvHqmg+FxTddkN/H2+VJgIHy/c=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSyCq5KIVJdFN+6sYB/QhHIznbRDZ5IwMxFq6Je4caGIWz/FnX/jpM1CWw9cOJxz78y9J0g4U9pxvq3S2vrG5lZ5u7Kzu7dftQ8OOypOJaFtEvNY9gJQlLOItjXTnPYSSUEEnHaDyU3udx+pVCyOHvQ0ob6AUcRCRkAbaWBXvQSkZsCxdyfoCAZ2zak7c+BV4hakhgq0BvaXN4xJKmikCQel+q6TaD/LHyWczipeqmgCZAIj2jc0AkGVn80Xn+FTowxxGEtTkcZz9fdEBkKpqQhMpwA9VsteLv7n9VMdXvkZi5JU04gsPgpTjnWM8xTwkElKNJ8aAkQysysmY5BAtMmqYkJwl09eJZ3zutuoN+4vas3rIo4yOkYn6Ay56BI10S1qoTYiKEXP6BW9WU/Wi/VufSxaS1Yxc4T+wPr8AXXKkvo=</latexit>

@⌦

Figure 3. An illustration of Step 2 in the proof of Proposition 6.5. All pre-images
of the thin boundary layer Oη in the target are contained in another thin boundary
layer Oδ in the domain.

As in the proof of Theorem 1.4, since we assume that deg(g) ̸= 0 we have that g is a surjective
map, i.e. g(∂Ω) = ∂Ω. Now assume towards a contradiction that f ◦ u = 0 in some ball B ⊂
Ω ∩ u−1(O). Since ∆u = 0 in Ω ∩ u−1(O), we have

0 = ∆(f ◦ u) = Hess fu(Du,Du) in B.

Since u(B) ⊆ ∂Ω, Du lies in the tangent bundle T (∂Ω), i.e. Du = (Du)⊤. Thus, by (6.5) we
deduce that Du = 0 in B. According to Lemma 6.4, the open set Ω∩ u−1(O) is connected, and as
u is harmonic there, by unique continuation we must have that u is constant in Ω ∩ u−1(O). This
contradicts the fact that u(∂Ω) = g(∂Ω) = ∂Ω.

Step 2. For every sufficiently small δ > 0, there exists η > 0 such that Ω ∩ u−1(Oη) ⊂ Ω ∩Oδ.

Suppose, for the sake of contradiction, that there are some small δ > 0 and a sequence ηk → 0
for which points yk ∈ ∂Oηk and xk ∈ u−1(yk)∩Ω\Oδ can be found. Without loss of generality, we
can assume that xk → x∞ and u(xk) = yk → y∞. Clearly, x∞ ∈ Ω \ Oδ and y∞ ∈ ∂Ω = f−1(0).
Since Theorem 3.1 applies with Y = Oc, we have

dist(u(x∞), ∂O) = dist(u(x∞), Oc) = lim
k→∞

dist(u(xk), O
c)

= lim
k→∞

dist(u(xk), ∂O) = dist(y∞, ∂O) ≥ dist(∂Ω, ∂O) > 0,

and so x∞ ∈ Ω∩u−1(O). In particular, u is continuous at x∞ and u(x∞) = y∞. Since f is convex
in N (∂Ω), by continuity and harmonicity of u in Ω ∩ u−1(O) we conclude that the function f ◦ u
is subharmonic in a ball B centered at x∞. However, Corollary 3.4 shows that

f ◦ u ≤ 0 in Ω

therefore x∞ is an interior maximum for f ◦ u in B, since f ◦ u(x∞) = f(y∞) = 0. Therefore, by
the strong maximum principle we deduce that f ◦u = 0 in B. This contradicts Step 1, completing
the proof of Step 2.

Step 3. There is d ∈ Z such that deg(u,Ω′, ·) = d on Ω ∩O′ for every O′ ⋐ O.

Since u ∈ C0(Ω ∩ u−1(O)) by Remark 6.1, we have u ∈ C0(Ω′) (recall Ω′ = Ω ∩ u−1(O′)).
By Lemma 6.6 we have Ω ∩ O′ ⊂ Rn \ u(∂Ω′) and so, by Lemma 6.4, Ω ∩ O′ is contained in a
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connected component of Rn\u(∂Ω′). By Theorem A.1(5), deg(u,Ω′, ·) is constant in each connected
component of Rn \ u(∂Ω′), and so there is d ∈ Z such that

deg(u,Ω′, ·) = d in Ω ∩O′,

as desired.

Step 4. We have d = deg(g).

Note that f ◦ u is subharmonic in a neighborhood of ∂Ω inside Ω, and it achieves a maximum
on ∂Ω. Thus, the Hopf lemma combined with Step 1 shows that

Dν(f ◦ u) ≥ 2c on ∂Ω,

for some constant c > 0, where we recall that ν is the outwards unit normal to ∂Ω, extended to
N (∂Ω) via the formula ν = ∇f . Since f and u are C1 near ∂Ω, we deduce that

Dν(f ◦ u) ≥ c on Ω ∩Oδ, (6.6)

provided that δ > 0 is sufficiently small.
Consider an oriented orthonormal basis Bx := {τ1x , . . . , τn−1

x , νx} at a point x ∈ ∂Ω, and write
Tx := I − νx ⊗ νx for the matrix with columns τ1x , . . . , τ

n−1
x . Recall that deg(g) is an integer which

can be computed as follows: if y ∈ ∂Ω is a regular value10 of g and g−1(y) = {x1, . . . , xi0} for some
points {xi} ⊂ ∂Ω, then

deg(g) =
∑

xi∈g−1(y)

sgn(det dgxi),

where we see dgxi : Txi∂Ω → Ty∂Ω as an invertible linear map between (n− 1)-dimensional vector
spaces. More precisely, since u = g on ∂Ω, for each x ∈ ∂Ω we have

dgx = T t
u(x)Du(x)Tx,

where the superscript “t” denotes the transpose.
Moreover, there are relatively open subset Ui, V ⊂ Ω such that xi ∈ Ui and y ∈ V ,

g−1(V ∩ ∂Ω) = ∪i0
i=1Ui ∩ ∂Ω, where g : Ui ∩ ∂Ω → V ∩ ∂Ω is a diffeomorphism, (6.7)

for all i. Note that, on ∂Ω, we also have

νtu(x)Du(x)Tx = Dτ (f ◦ u)(x) = 0, νtu(x)Du(x)νx = Dν(f ◦ u)(x).
Thus, for x ∈ ∂Ω, we can write Du(x) with respect to the bases Bx and Bu(x) as follows:

Du(x) =

[
dgx ∗
0 Dν(f ◦ u)(x)

]
,

where ∗ denotes an unspecified entry of the matrix. Since u is C1,α near ∂Ω, by shrinking δ, Ui,
and V if needed, we see from (6.6) that

sgn(detDu(x)) = sgn(det dgxi) for all x ∈ Ui ∩ Ω.

Let η be determined in terms of δ through Step 2. By shrinking Ui and V further if necessary,
we can also assume that V ⊂ Ω ∩Oη, so u

−1(V ) ⊂ Ω ∩Oδ, and by (6.6) and (6.7) we have

u−1(V ) = ∪i0
i=1Ui, u : Ui → V is a diffeomorphism.

Thus any point y′ ∈ V ∩ Ω is a regular value for u which is not in u(∂Ω) = ∂Ω and so

deg(u,Ω′, y′) =
∑

x̃i∈u−1(y′)

sgn(detDu(x̃i)) =
∑

xi∈g−1(y)

sgn(det dgxi) = deg(g)

for every ε > 0 sufficiently small, as wished.

10Recall that y is a regular value of g if the differential dgx is non-singular at all points x ∈ g−1(y). In particular,
by the inverse function theorem, a regular value of g has only a finite number of pre-images.



30 A. FIGALLI, A. GUERRA, S. KIM, AND H. SHAHGHOLIAN

For the surjectivity claim, note that Theorem A.1(4) and the previous two steps show that
Ω ∩O′ ⊆ u(Ω′) for all O′ ⋐ O. The conclusion follows by taking the union over O′. □

We conclude this section by noting that, for general non-convex obstacles, the non-coincidence
set u−1(M) is not necessarily open:

Corollary 6.7. Let Ω,M,O and u be as in Proposition 6.5. Assume that M c is non-convex and
that ∂O contains a flat piece T . Suppose in addition that

u(Ω) ⊆ O. (6.8)

Then u−1(M) is not an open set.

Proof. Note that, by (6.8), u ∈ W 1,2
g (Ω;O) is a minimizing constraint map. Since Oc is convex,

according to Theorem 1.4 there is a point x̄ ∈ ∂u−1(O)∩Σ(u) and a sequence of points xk → x̄ such
that u(xk) ∈ O ⊂ M and u(xk) → ȳ for some ȳ ∈ ∂O \ ∂M . In particular, since u is continuous
over u−1(O), we have

lim inf
r→0

∥dist(u, ∂M)∥L∞(Br(x̄)) > 0,

thus x̄ ∈ u−1(M). On the other hand, since x̄ ∈ Σ(u), there is no ball around x̄ that is contained
in u−1(M), as otherwise u would be harmonic near x̄, according to (1.2). Thus, u−1(M) is not
open. □

Remark 6.8. We note that assumption (6.8) is satisfied for many non-convex obstacles, such as
the one in Figure 2. Indeed, for such an obstacle the nearest-point projection map π : M → O is
1-Lipschitz and so, by comparing a minimizing constraint map u ∈W 1,2

g (Ω;M) with a competitor

π ◦ u, we can deduce that in fact u ∈W 1,2
g (Ω;O).

7. Branch points and free boundaries

7.1. General remarks on branch points. Our goal now is to understand the interaction be-
tween branch points and the free boundary. We begin by collecting some general remarks. Similarly
to (1.4), we state the following definition.

Definition 7.1. Let u : Ω → Rm be a minimizing constraint map. We call x0 ∈ Ω \ Σ(u) a
branch point of u, and we write x0 ∈ B(u), if Du(x0) does not have full rank. This leads to a
decomposition

B(u) =
min{m,n}−1⋃

k=0

Bk(u), Bk(u) := {x ∈ Ω \ Σ(u) : rank(Du(x)) = k}.

Given x0 ∈ B(u), we say that:

(1) x0 is a false branch point if u(Br(x0)) is a C1 manifold, for all r > 0 sufficiently small;
(2) x0 is a true branch point if it is not a false branch point.

In order to illustrate the above concepts, consider the maps

uk : C ≃ R2 → R3, z 7→ (z2,Re zk), (7.1)

which are component-wise harmonic. In particular, if M ⊂ R3 is a smooth domain such that
u(C) ⊆M , then u is a minimizing constraint map in W 1,2(Ω;M) for any Ω ⊂ C. These maps also
satisfy B(uk) = B0(uk) = {0}, and moreover 0 is a true branch point if k is odd, and it is a false
branch point if k is even, see Figure 4 for an illustration.

Before proceeding further, we compare Definition 7.1 with other definitions of branch points
occurring in the literature; we believe that this will also clarify the nature of our definition.
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(a) k = 3: true branching (b) k = 4: false branching

Figure 4. Plots of uk([−1, 1]2).

Remark 7.2 (Branching in Geometric Function Theory). In the function theory literature [73], one
typically considers maps between domains of the same dimension, i.e., m = n. The branch set
Bgft(u) is defined as the set of points near which a map is not a local homeomorphism. Clearly,
for a C1 map u we have

Bgft(u) ⊆ B(u),
according to the Inverse Function Theorem. This inclusion is generally strict, and this highlights
the fact that our definition of branching is analytical, rather than topological. In fact, for open
mappings of class C1, we always have that

Bgft(u) ⊆
n−2⋃
k=0

Bk(u);

in other words, u is a local homeomorphism near any point in Bn−1(u) [18, Theorem 1.4]. For
example, the homeomorphism x 7→ x3 of the real line has a rank zero point at the origin.

Remark 7.3 (Branching for parametric minimal surfaces). In the theory of parametric minimal
surfaces, one considers weakly conformal parametrizations u : R2 → Rm of a (possibly branched)
minimal surface S = u(R2). Precisely, u must satisfy:

(1) weak conformality: |ux| = |uy| and ux · uy = 0;
(2) minimality: ∆u = 0.

If u satisfies (1) then B(u) = B0(u). Also, it is known that if, in addition, (2) holds and u is
minimizing, then B(u) = ∅, under appropriate conditions on the boundary data, see [44] and the
references therein. However, this result is not applicable in our setting, since minimizing constraint
maps generally do not satisfy (1), a simple example being given by (7.1).

We also note that, for harmonic maps between two-dimensional domains, a fine description of
their behavior at the branch points was presented in [89].

We now want to obtain some information on the sets Bk(u), in particular concerning their
dimension and rectifiability properties. For reasons that will become apparent later, we will focus
on the case k = 0. The next result follows from essentially standard considerations, cf. [46] for the
case of harmonic maps. As we shall explain below, the following result is essentially contained in
[70].
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Proposition 7.4. Let M ⊂ Rm be a smooth domain and let u ∈ W 1,2(Ω;M) be a non-constant
minimizing constraint map. For any ball B such that 2B ⋐ Ω \ Σ(u), we have the estimates

Hn−2(B ∩ B0(u)) ≤ c, (7.2)

Hn−2
2 (u(B ∩ B0(u))) ≤ c, (7.3)

for some constant c depending only on n, ∂M , ∥Du∥L∞(2B), and
´
2B |u− (u)2B|2dx.

Proof. Recall that, by definition, B0(u) is a closed set disjoint from Σ(u). By the Euler–Lagrange
system (1.2), any minimizing constraint map is a solution of an elliptic system of the type

∆ui = aαijDαu
j in Ω, aαij ∈ L2(Ω) ∩ L∞

loc(Ω \ Σ(u)), (7.4)

where the regularity of the coefficients follows from Theorem 2.4. In particular, as remarked in
[46, 70] (and as we formulate more precisely in Appendix B), due to the diagonal structure of this
system, the standard scalar methods concerning the critical set of elliptic equations are applicable.
Therefore the measure estimate follows as in the scalar case [70]. We remark here that the methods
of [46] are not directly applicable, since minimizing constraint maps are not smooth near regular
points; their methods require increased smoothness of the solution as the frequency increases.
Nonetheless, the work [70] deals precisely with elliptic equations with rough coefficients.

Concerning estimate (7.3), we argue as follows. By (7.2), for any δ > 0 we can take points
xi ∈ B0(u) and radii ri ∈ (0, δ), for i ∈ I, such that

B ∩ B0(u) ⊂
⋃
i∈I

Bri(xi),
∑
i∈I

rn−2
i ≤ c.

Since u ∈ C1,1(B) and |Du| = 0 on B ∩B0(u), we can find a uniform λ > 0 such that u(Bri(xi)) ⊂
Bλr2i

(u(xi)), for every i ∈ I. Since {Bλr2i
(u(xi)) : i ∈ I} is a covering of u(B∩B0(u)), letting δ → 0

we get

Hn−2
2 (u(B ∩ B0(u))) ≤ λ

n−2
2 c.

as desired. □

Remark 7.5. Note that the estimate (7.3) on the image of B0(u) is stronger than what one could
deduce from Sard’s Theorem whenever n ≤ 3 ≤ m or n > m, since minimizing constraint maps
are only C1,1.

Remark 7.6 (Branch points with higher rank). For a smooth harmonic map u, Sampson [76] proved
the following unique continuation result: if B1(u) has non-empty interior, then B1(u) = Ω and u
maps into a geodesic. Then, it was shown in [46] that if u does not map into a geodesic, the set
B1(u) has a locally finite Hn−1-measure. Perhaps surprisingly, the same unique continuation type
properties do not hold in general11 for the sets Bk(u) whenever k ≥ 2, see e.g. [56].

7.2. Branch points at free boundary points. We now turn our attention to the interaction
between B(u) and the free boundary ∂u−1(M). We first make the observation that, under rather
general circumstances, one can make degree-theoretic arguments to produce branch points on the
free boundary. Recall that Bn ⊂ Rn denotes the open unit ball.

Proposition 7.7. Let n ≥ 3 and let u ∈ W 1,2
g (Bn;Rn\Bn) be a minimizing constraint map.

Assume that g ∈ C2(Sn−1; Sn−1) satisfies |deg(g)| ≥ 2, and that, for a.e. ε > 0 sufficiently small,
the set {|u| ≥ 1 + ε} is a topological annulus. Then

n−2⋃
k=0

Bk(u) ∩ ∂{|u| > 1} ≠ ∅.

11An obvious exception is for smooth harmonic maps into analytic manifolds, since in that case rank(Du) is
constant in an open dense set.
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Proof. From Theorem 1.1 and Sard’s theorem, we deduce that a.e. ε > 0 sufficiently small is a
regular value of |u|. Thus

D|u| = (u ·Du)/|u| ≠ 0 on Nε := ∂{|u| > 1 + ε}, (7.5)

and Nε is then a smooth manifold. Since |deg(g)| ≥ 2, the map g : S2 → S2 is surjective. Thus,
our assumption that the set {|u| ≥ 1 + ε} is a topological annulus for a.e. ε > 0 sufficiently small,
essentially amounts to saying that the manifold Nε is connected.

Let us suppose, for the sake of contradiction, that

n−2⋃
k=0

Bk(u) ∩N0 = ∅. (7.6)

We write, as usual, Π ◦ u = u/|u|, so that u = |u|(Π ◦ u) and
Du = (Π ◦ u)⊗D|u|+ |u|D(Π ◦ u). (7.7)

Since 1 ≤ |u| is C1,1 by Theorem 1.1, and attains a minimum on N0, we have

D|u| = 0 on N0. (7.8)

Notice also that, since Π is 0-homogeneous, we have

u ·D(Π ◦ u) = 0 (7.9)

and so D(Π ◦ u) is always a singular matrix. Hence, combining (7.6)–(7.9), we have

rank(D(Π ◦ u)) = n− 1 on N0,

and by continuity the same also holds on Nε, for ε > 0 small enough. Let us now choose ε so that
(7.5) holds. It follows from (7.7) and (7.9) that u ·Du = |u|D|u|, therefore

rank(Du) = n on Nε. (7.10)

We have seen in Proposition 6.5 that

deg(u,Bn ∩ {|u| > 1}, y) = deg(g)

whenever 1 < |y| < λ. Thus, since Nε = {|u| = 1 + ε} is connected, taking |y| = 1 + ε we have
u−1(y) ⊂ Nε and so, according to (7.10) and the definition (A.1) of the local degree, we see that

deg(u,Bn ∩ {|u| > 1}, y) =
∑

x∈u−1(y)

sgn(detDu(x)) = deg(g).

We now argue similarly to the last step in the proof of Proposition 6.5. For x ∈ Nε, let Bx :=
{τ1x , . . . , τn−1

x } be an oriented orthonormal basis for TxNε. Thus Dτ i |u| = 0 on Nε and, by (7.7),
we have

Dτu(x) = Du(x)τx = D(Π ◦ u)(x)τx.
Note that νx := D|u|(x)

|D|u|(x)| is the unit normal to Nε, which is well-defined by (7.5), and so

(Dν |u|)(x) = (D|u|)(x) · νx = |(D|u|)(x)| > 0.

Hence, if we consider the map pε : Nε → Sn−1 defined by pε := u/(1 + ε), the last two identities
show that, on Nε, we have

sgn(detDu) = sgn(det dpε),

where as usual dpε : TNε → TSn−1 is the differential between tangent spaces. In particular, we
deduce that

deg(pε) =
∑

x:pε(x)=y/(1+ε)

sgn(det dpε(x)) = deg(g). (7.11)

Note that, by (7.10), pε : Nε → Sn−1 is a local diffeomorphism. Since n ≥ 3, Sn−1 is simply
connected and so, since Nε is connected, pε is actually a global diffeomorphism; in particular, we
must have deg pε = 1. However, this contradicts (7.11), since we assumed that |deg(g)| ≥ 2. □
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Figure 5. The image of u5, which touches the obstacle over a cone with tip at the
origin. Note that, over this cone, the obstacle is not convex but it is of class C2,1/2,
as it coincides with the graph of z 7→ −|Re z5/2|.

Under the assumption that the non-coincidence set {|u| > 1}, or a small perturbation of it, is a
topological annulus, Proposition 7.7 produces branch points of low rank on the free boundary. This
topological condition seems hard to verify in general, but we expect it to hold in any sufficiently
symmetric scenario.

In any case, we are especially interested in knowing whether there are points with zero rank
on the free boundary, and it seems that the existence of such points cannot follow from purely
topological considerations, such as those used in the proof of Proposition 7.7. Rank zero points
are especially relevant to us since, at those points, (1.2) becomes a degenerate obstacle problem,
regardless of what obstacle M c is; furthermore, for uniformly convex obstacles, these are the only
points at which (1.2) is degenerate. To construct such points, the proof of Proposition 7.7 naturally
leads us to consider axially symmetric maps: if u : B3 → R3\B3 is a C1 map which rotates at least
twice about the z axis, then a simple calculation reveals that the gradient of u along the (x, y)
plane must vanish on the z axis, cf. (9.3). In other words, the differential of the map pε constructed
in the proof of Proposition 7.7 vanishes on the z-axis. The construction and complete analysis of
points in B0(u) ∩ ∂{|u| > 1} in the axially symmetric case is actually quite involved, and it will
occupy the final sections of this paper.

We will now show that the existence of rank zero points on the free boundaries is substantially
simpler if we allow ourselves to consider non-convex obstacles. In fact, we can construct an artificial
obstacle that touches the image of the maps uk defined in (7.1) over a cone with vertex at 0, cf.
Figure 5. This example has the caveat that the obstacle is not convex, but on the other hand it
has two advantages:

(1) it shows that the bound dimH(B0(u) ∩ ∂u−1(M)) ≤ n− 2, which follows from Proposition
7.4, is in general optimal;

(2) it shows that branch points can lead to cone singularities on the free boundaries; such
singularities do not occur in the classical obstacle problem [12].

In the next statement, [β] denotes the greatest integer less than or equal to β.
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Proposition 7.8. For each odd integer k ≥ 3 and each α ∈ (0, 12), there is a C [k/2],α-domain

M ⊂ R3 with compact complement such that the following holds: the analytic map uk, defined in
(7.1), satisfies uk(R2) ⊂M and ∂u−1(M) is a cone with a true branch point at its vertex.

Proof. We work with polar coordinates z = reiθ with (r, θ) ∈ (0,∞)× [−π, π]. Take a small angle
θk ∈ (0, π8 ) such that cos(k2θk) ≥ 1

2 , and fix λ ≥ 1 to be chosen later. Let

C := {reiθ : r > 0, |θ| ∈ [0, θk]},
E1 := {reiθ : r > 0, |θ| ∈ (θk,

π
2 + θk]},

E2 := {reiθ : r > 0, |θ| ∈ (π2 + θk,
3π
4 ]},

F := {reiθ : r > 0, |θ| ∈ (3π4 , π]}.
To define the obstacle, we set

φ(z) :=

{
−Re zk/2 if z ∈ C,

pk(π(z))− λ dist(z, ∂C)[k/2]+α if z ∈ E1 ∪ F,

where pk(z) is the [k2 ]-th order Taylor polynomial of z 7→ −Re zk/2 at the origin, and π : R2 → C

is the nearest point projection onto the convex set C. Note that φ ∈ C
[k/2],α
loc (C ∪ E1 ∪ F ), and

φ(z) = −λ|z|[k/2]+α for z ∈ F . Now, one may easily extend φ to E2 so that φ ∈ C
[k/2],α
loc (R2).

Finally, we let M be the epigraph of φ, namely

M = {(z, x3) ∈ R2 × R : φ(z) < x3}.
Note that the image of uk corresponds to the union of the graphs of the functions z 7→ ±|Re zk/2|.
Selecting λ > 1 large, corresponding to the choice of α ∈ (0, 12), we observe that ∂M intersects

the graph of −|Re zk/2| precisely on C, and lies below it otherwise. Thus, u(R2) ⊂ M with
u−1(∂M) = C. □

In the next remark, we observe another interesting aspect of the example constructed in Propo-
sition 7.8.

Remark 7.9. Consider any integer k ≥ 5; this restriction ensures that M is at least C2. Note
that the map uk − uk(0) = uk vanishes to order 2 at the origin, since we can compute, in polar
coordinates,

|uk(reiθ)| = r2
√
1 + r2k−4 cos2(kθ).

However, if k ≥ 5 is odd, the distance ρ ◦ uk of uk to the obstacle vanishes at least to order
k − 1 + α > 4, since

uk(re
iπ/2) = −r2(1, 0, 0) =⇒ ρ ◦ uk(reiπ/2) = λ (r2)[k/2]+α = λrk−1+α.

This shows that, although uk − uk(0) vanishes to a fixed order at the origin, ρ ◦ uk can vanish to
arbitrarily high order there.

The above example is only possible because the obstacleM c in Figure 5 is not uniformly convex.
In fact, the next proposition, which builds on the results of Sections 4 and 5 and will be useful in
Section 9, shows that, for uniformly convex obstacles, ρ ◦ u vanishes twice as fast as u− u(x0) at
a free boundary point x0; by the above remark, this is false for general obstacles.

Proposition 7.10. Let M ⊂ Rm be a smooth obstacle, and let u ∈ W 1,2(Ω;M) be a weakly
constraint map such that u ∈ C(B;N (∂M)) in a ball B ⊂ Ω. Then for every x0 ∈ B ∩ ∂u−1(M),
there exists k ∈ N such that u−u(x0) vanishes exactly to order k at x0, and ρ ◦u vanishes at least
to order 2k at x0. In addition, if all the principal curvatures of ∂M ∩u(B) are uniformly positive,
such as when M c is uniformly convex, then ρ ◦ u vanishes exactly to order 2k at x0.



36 A. FIGALLI, A. GUERRA, S. KIM, AND H. SHAHGHOLIAN

Proof. Since u ∈ C(B;N (∂M)), it follows from [29, Theorem A.5] that u ∈ C1,1
loc (B). By (7.4), we

can apply the classical results concerning the frequency of solutions to elliptic systems (cf. Appendix
B). This yields the existence of k ∈ N and a non-trivial (vector-valued) harmonic polynomial Pk

of degree k, which is homogeneous around x0, and a radius r0 > 0 small (such that B4r0(x0) ⊂ B),
such that

∥Dj(u− u(x0)− Pk)∥L∞(Br(x0)) ≤ cσr
k−j+σ, j ∈ {0, 1}, (7.12)

for every r ∈ (0, 4r0) and for each σ ∈ (0, 1), where cσ > 1 is independent of r. In particular
u − u(x0) vanishes to order k ∈ N, proving the first assertion of this proposition. Moreover,
replacing r0 with a smaller radius if needed, we also obtain

N(u, x, r) ≤ 3

2
k, (7.13)

for all r ∈ (0, r0) and any x ∈ Br0(x0). Here N(u, x, r) is the frequency formula defined in (4.3).
We now turn our attention to ρ ◦ u. Note that, as a consequence of (7.12), we have

∥Du∥L∞(Br(x0)) ≤ crk−1 (7.14)

for every r ∈ (0, r0). Also, thanks to [29, Lemma A.3], (2.2) holds in B4r0(x0). Therefore, by (2.2),
(2.4), (2.5), Corollary 3.8, and (7.14), we get

∥∆(ρ ◦ u)∥L∞(Br(x0)) ≤ cr2k−2 (7.15)

for every r ∈ (0, r0). As ρ ◦ u ≥ 0 in Ω, a standard blow-up argument (see [72]) yields a constant
c0, which may depend only n and k, such that

∥ρ ◦ u∥L∞(Br(x0)) ≤ c0cr
2k, (7.16)

for every r ∈ (0, r0). This proves that ρ◦u vanishes at least to order 2k at x0. Moreover, it follows
from (2.3) that Π ◦ u − u(x0) vanishes at x0 exactly to order k. Therefore, the first part of the
proposition is proved.

Assume now that all the principal curvatures of ∂M ∩ u(B) are uniformly positive. Taking a
smaller r0 if necessary, we obtain a constant κ > 0 such that

Hess ρ(ξ, ξ) ≥ κ|ξ⊤|2 in M ∩ u(B4r0(x0)), (7.17)

cf. (2.6). The rest of the proof is similar in spirit to that of Lemma 5.2, in that we will show that
there is a small η > 0 such that if ρ ◦u < ηr2k in B4r(x0) for some r > 0, then ρ ◦u = 0 in Br(x0).
Once this claim is proved, from our choice of x0 ∈ B ∩ ∂u−1(M) we deduce that

sup
Br(x0)

(ρ ◦ u) ≥ ηr2k

for all r ∈ (0, r0/4), as desired.
For the moment, let us fix a scale r ∈ (0, r0/4), and consider the rescaling

ũx0,r(x) :=
1

rk
(u(x0 + rx)− u(x0)).

Note from (1.2) that (7.4) holds with |aαij | ≤ |Du| a.e. in Ω. Thus, by (7.4),

∆ũx0,r = ãαijDαũ
j
x0,r a.e. in B4,

where, by (7.14), all coefficients satisfy

∥ãαij∥L∞(B4) ≤
1

rk−1
∥aαij∥L∞(B4r(x0)) ≤

c

rk−1
∥Du∥L∞(B4r(x0)) ≤ c.

By (7.13), we also have

N(ũx0,r, 0, 4) = N(u, x0, 4r) ≤
3

2
k.

Hence, Theorem B.4 yields

1

rn−γ(k−1)

ˆ
B2r(x0)

|Du|−γ dx =

ˆ
B1

|Dũx0,r|−γdx ≤ c, (7.18)
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for some constants γ > 0 and c > 1, independent of r.
We now argue as in the proof of Lemma 5.2. Fix a pair 1 ≤ t ≤ T ≤ 2. We observe from (7.17)

that analogously to (5.4) we have

c

(T − t)2r2

ˆ
BTr(x0)

(ρ ◦ u) dx ≥ c0

ˆ
Btr(x0)∩u−1(M)

|Du|2 dx,

with some c > 1 large and 0 < c0 < 1 small now depending on κ above, but independent of s, t,
and r. Using (7.18) in place of (5.5), we deduce from the generalized Hölder inequality, just as in
(5.6) and (5.7), that

|Btr(x0) ∩ u−1(M)|
2
p ≤ c2/γ

r2k−2

ˆ
BTr(x0)∩u−1(M)

|Du|2 dx ≤ c

(T − t)2r2k

ˆ
BTr(x0)

(ρ ◦ u) dx, (7.19)

where p > 1 is chosen such that 1
p = 1

2 + 1
γ . Since the last inequality holds for all 1 ≤ t < T ≤ 2,

we can deduce from Lemma 5.1 that

sup
B2r(x0)

(ρ ◦ u) < ηr2k =⇒ ρ ◦ u = 0 in Br(x0), (7.20)

for some sufficiently small η > 0. Here the smallness parameter η can be chosen independently of
r, as all constants appearing in (7.19) are independent of r (nor of t and T ). The implication of
(7.20) leads us to x0 ̸∈ B ∩ ∂u−1(M), which gives us a contradiction. Thus, we must have

sup
Br(x0)

(ρ ◦ u) ≥ ηr2k.

This proves that the vanishing order of ρ ◦ u is at most 2k, provided that all principal curvatures
of ∂M ∩ u(B) are uniformly positive, as desired. □

8. Axially symmetric constraint maps: regularity theory

In this section, we initiate the study of Dirichlet energy minimizers in the class of axially
symmetric maps that are constrained to take values outside the unit ball.

The regularity theory of such maps is parallel to that of minimizing constraint maps, which
we developed in the last sections, but it is independent of it. Indeed, as we will see in Corollary
8.14 below, minimizers in axially symmetric classes are not minimizing constraint maps in general.
Nonetheless, in a neighborhood of any regular point, minimizers in axially symmetric classes are
also minimizers in the full Sobolev space of admissible maps, cf. Appendix D.

This section is divided into three parts. In Subsection 8.1 we define the basic classes of maps
under consideration. In Subsection 8.2 we develop the partial regularity theory for minimizers in
axially symmetric classes; the results of this subsection are the analogue of the classical results for
minimizing constraint maps presented in Section 2.2. Finally, in Subsection 8.3, we prove the main
results of this section, Theorems 8.15 and 8.16, which are the analogue of Theorems 1.2 and 1.1,
respectively, in the axially symmetric setting. We emphasize that the proof of the L−γ estimate
in the axially symmetric setting is rather different from the one presented in Section 4, and we
believe it is of independent interest.

8.1. Setup and definitions. Throughout this section, we will use the following:

Notation 8.1. Set e3 := (0, 0, 1). We use cylindrical coordinates (r, θ, z) in the domain. We write
D = {(r, z) : r2 + z2 < 1, r ≥ 0} for the half-disk in the (r, z)-plane. We shall write D′ = (∂r, ∂z)
and define ∆′ := ∂rr + ∂zz +

1
r∂r, so that ∆ = ∆′ + 1

r2
∂θθ is the usual Laplacian in R3.

We now define axially symmetric maps, and the corresponding energy minimizers.

Definition 8.2. Fix k ∈ N.
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(1) A measurable map u : B3 → R3 is said to be k-axially symmetric if it is of the form

u = ϱ (sinφ cos kθ, sinφ sin kθ, cosφ), (8.1)

for some pair (ϱ, φ) : D → [0,∞)× [0, π].
(2) A map u ∈ W 1,2(B3;R3\B3) is said to be energy minimizing among k-axially symmetric

maps if u is itself k-axially symmetric and it satisfies

E [u] ≤ E [ũ]
for all k-axially symmetric maps ũ ∈W 1,2

u (B3;R3\B3).

Remark 8.3. Note that (8.1) implies

u ◦Rθ = Rkθ ◦ u, (8.2)

for every θ ∈ [0, 2π], where Rθ denotes the rotation about the z-axis by angle θ. However, (8.2)
is not sufficient to deduce the representation (8.1). In fact, (8.2) allows additional rotation of
each horizontal circle in R3 (i.e. a circle of form {r = r0, z = z0}) by an amount depending on
(r0, z0). However, minimizers of the energy among all maps that verify (8.2) subject to a k-axially
symmetric boundary condition, in the sense of (8.1), turn out to be k-axially symmetric as well.
We refer the reader to [43, Lemma 2.8] for a similar argument in a slightly different context.

In what follows, given any pair of function (ϱ, φ) : D → [1,∞) × [0, π], we define its energy
through

Fk[ϱ, φ] :=

¨
D

(
|D′ϱ|2 + ϱ2

(
|D′φ|2 + k2

r2
sin2 φ

))
r dr dz. (8.3)

We call (ϱ, φ) admissible if in addition Fk[ϱ, φ] < +∞.

Remark 8.4. Note that u ∈ W 1,2(B3;R3 \ B3) is k-axially symmetric if and only if the associated
pair (ϱ, φ) is admissible, since

E [u] =
ˆ
B3

|Du|2 dx = 2πFk[ϱ, φ].

Thus u ∈W 1,2(B3;R3 \B3) is E-minimizing among all k-axially symmetric maps if and only if the
associated pair (ϱ, φ) is Fk-minimizing among all admissible pairs, i.e.

Fk[ϱ, φ] ≤ Fk[ϱ̃, φ̃]

for every admissible pair (ϱ̃, φ̃) satisfying supp(ϱ− ϱ̃) ∪ supp(φ− φ̃) ⋐ D.

8.2. Partial regularity theory. We now turn to the partial regularity theory for energy min-
imizers among k-axially symmetric maps. Throughout this subsection we will always write u ∈
W 1,2(B3;R3\B3) for a fixed energy minimizer among k-axially symmetric maps.

Let us begin with the Euler–Lagrange system for the energy minimizers, and their regularity
away from the z-axis, i.e. away from {r = 0}.
Lemma 8.5. Let u ∈W 1,2(B3;R3 \B3) be an energy minimizer among k-axially symmetric maps.

Then u ∈ C1,1
loc (B

3 \ {r = 0}) and it is a weak solution of

−∆u = |Du|2uχ{|u|=1} in B3. (8.4)

Moreover, |u| − 1 ∈W 1,2(B3) is nonnegative and weakly subharmonic.

Proof. Throughout the proof we work on a fixed domain Ω ⋐ D\∂D = {(r, z) : r2+z2 < 1, r > 0}.
Note from Remark 8.4 that (ϱ, φ) is a minimizer of the energy Fk among all admissible pairs. With
φ fixed, we see that ϱ minimizes Fk[·, φ], i.e., Fk[ϱ, φ] ≤ Fk[ϱ̃, φ] for every admissible pair (ϱ̃, φ)
with supp(ϱ − ϱ̃) ⋐ D. Note that the coefficient of ϱ2 in Fk[ϱ, φ] is nonnegative and belongs to
L1(Ω), due to the constraint ϱ ≥ 1. Let β ∈ C1((−∞,∞)) be such that β = 0 in (−∞, 1), β = 1
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in [2,∞) and β′ ≥ 0 in [0,∞). Then (ϱ + εβ((ϱ − 1)/ε)ψ,φ) is an admissible pair, for all small
ε > 0, for each ψ ∈ C1

c (Ω). Hence, the minimality of (ϱ, φ) implies that

∆′ϱ ≥ ϱ

(
|D′φ|2 + k2

r2
sin2 φ

)
χ{ϱ>1} ≥ 0 in Ω, (8.5)

in the weak sense. Since the coefficients of ∆′ are bounded away from zero and infinity in a
neighborhood of Ω, the local L∞-estimate [41, Theorem 8.17] for weak subsolutions applies and so
ϱ ∈ L∞

loc(Ω).
Let us now consider the variation of Fk[ϱ, ·] with ϱ fixed. Although an admissible φ̃ is con-

strained to taking values in [0, π], we can actually consider unconstrained variations in deriving
the Euler–Lagrange equation for φ. Indeed, given any φ̃ : D → R satisfying Fk[ϱ, φ̃] < ∞, the
pair (ϱ,max{min{φ̃, π}, 0}) becomes admissible, and Fk[ϱ,max{min{φ̃, π}, 0}] ≤ Fk[ϱ, φ̃]. Thus,
the minimality of (ϱ, φ) implies Fk[ϱ, φ] ≤ Fk[ϱ, φ+ εψ] for any ε > 0 small, for each ψ ∈ C∞

c (Ω),
from which we deduce that

D′ · (rϱ2D′φ) =
k2ϱ2

2r
sin 2φ in Ω (8.6)

in the weak sense. Note from our earlier discussion that ϱ ∈ L∞
loc(Ω). Moreover, since Fk[ϱ, φ] <

+∞ and ϱ ≥ 1 in D, the right-hand side of (8.6) belongs to L2
loc(Ω). Thus, the higher integrability

estimate [68, Theorem 2] applies to (8.6) and we see that φ ∈ W 1,p
loc (Ω) for some exponent p =

p(Ω) > 2. Since Ω is a two-dimensional domain, the Sobolev embedding implies φ ∈ C0,σ̄
loc (Ω), with

σ̄ := 1− 2/p.
Let us return to ϱ. Noting that (ϱ + εψ, φ) is an admissible pair for any ε > 0 small, for each

ψ ∈ C∞
c (Ω) nonnegative, we obtain from the minimality of (ϱ, φ) that

∆′ϱ ≤ ϱ

(
|D′φ|2 + k2

r2
sin2 φ

)
in Ω, (8.7)

in the weak sense. Since φ ∈W 1,p
loc (Ω) with some p > 2 and ϱ ∈ L∞

loc(Ω), the right-hand side of (8.7)

belongs to L
p/2
loc (Ω). By (8.7) and (8.5), we obtain from [41, Theorem 9.11] that ϱ ∈ W

2,p/2
loc (Ω).

Thus, since once again Ω is a two dimensional domain, the Sobolev embedding implies ϱ ∈ C0,2σ̄
loc (Ω)

(recall σ̄ = 1 − 2/p). Hence (ϱ + εψ, φ) is an admissible pair for any ε > 0 small and for each
ψ ∈ C∞

c (Ω ∩ {ϱ > 1}), i.e. ψ can change sign in the region where ϱ > 1. Thus, the minimality of
(ϱ, φ) yields equality in (8.7) in Ω ∩ {ϱ > 1} in the weak sense. However, as ϱ has weak second
derivatives in Ω, we also have ∆′ϱ = 0 a.e. in Ω ∩ {ϱ = 0}. The last two observations combined
yield

∆′ϱ = ϱ

(
|D′φ|2 + k2

r2
sin2 φ

)
χ{ϱ>1} a.e. in Ω. (8.8)

We now return once again to φ. Since ϱ ∈ C0,2σ̄
loc (Ω), we can apply the Hölder estimate for the

first derivatives [41, Theorem 8.33 and Corollary 8.35] to (8.6) and deduce that φ ∈ C1,2σ̄
loc (Ω). This

in turn yields that the right-hand side of (8.8) belongs to L∞
loc(Ω)∩C

0,2σ̄
loc (Ω \ ∂{ϱ > 1}), so by the

interior C1,1-estimate [11, Theorem 2.5] for the classical obstacle problem we obtain ϱ ∈ C1,1
loc (Ω).

Plugging this information into (8.6), we deduce again from the higher-order regularity theory [41,

Theorem 9.19] that φ ∈ C2,σ
loc (Ω) for every σ ∈ (0, 1). In particular, the Euler–Lagrange equation

(8.6) for φ holds in Ω in the classical sense.
Since Ω was an arbitrary domain compactly contained in D\∂D, the above observations show that

(ϱ, φ) ∈ C1,1
loc (D \ ∂D)×C2,σ

loc (D \ ∂D). Thus, in light of (8.1), we must have u ∈ C1,1
loc (B

3 \ {r = 0}).
Moreover, as the Euler–Lagrange equations (8.6) and (8.8) hold a.e. in D\∂D, a direct computation
yields that the Euler–Lagrange system (8.4) holds in B3 \ {r = 0} in the strong sense. Since
u ∈ W 1,2(B3;R3) and the z-axis has zero hamronic capacity, we deduce that (8.4) holds in the
weak sense. Finally, the fact that |u| − 1 is weakly subharmonic in B3 follows either directly from
(8.5) or from Lemma 3.2. □
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Remark 8.6. It is an interesting problem to decide whether, in the setting of Lemma 8.5, we
have φ ∈ C2,1

loc (D), see [3, Theorem 1] for the one-dimensional case and [29, Corollary 2.7] for the
two-dimensional case.

Lemma 8.5 shows that u is regular away from the z-axis. We now prove the following ε-regularity
theorem on the z-axis, which is the analogue of Theorem 2.4 and [48, Lemma 4.1] in our setting:

Theorem 8.7. There are absolute constants ε0 > 0 and c > 1, such that if B4s(z0e3) ⊂ B3 and
E(u, z0e3, 2s) ≤ ε20, then u ∈ C1,1(Bs(z0e3)) and

∥Dju∥L∞(Bs(z0e3)) ≤
c

sj
, j = 1, 2.

Proof. The idea follows essentially from [48, Lemma 4.1]. Translating and rescaling u in the
domain, we can assume that z0 = 0, s = 1, and u is defined in 4B3. We first note that

|D′(cosφ)| ≤ |sinφ|(|∂rφ|+ |∂zφ|) ≤
1

2

(
|D′φ|2 + sin2 φ

r2

)
r

and so, since ϱ ≥ 1 and k ≥ 1, we haveˆ
D
|D′(cosφ)| dx ≤ Fk[ϱ, φ] =

E(u, 0, 1)

2π
≤ ε20

2π
. (8.9)

By Fubini’s Theorem and the fact that Fk[ϱ, φ] <∞, for a.e. R > 0 we have that φ|SR is continuous,
where we write SR = {(r, z) ∈ D : r2 + z2 = R2}. Similarly, using (8.9), we can further choose R
so that

osc
SR

cosφ ≤ c ε20, (8.10)

for a universal constant c. Since cosφ(0, [−1, 1]) ⊆ {0, π}, we can assume without loss of generality
that φ(0, R) = φ(0,−R) = 0, the case where φ(0,±R) = π being totally analogous. We thus see
from (8.10) that, if ε0 is chosen small enough, then the image of B3 under u lies in an upper half
space, i.e.

u(B3) ⊂ (R3\B3) ∩ {x3 > 1
2}.

In other words, u(B3) lies in a star-shaped region and so, by [34, Theorem 1] (see also Appendix
D and in particular Theorem D.2 therein), we conclude that u ∈ C1,σ(B3) for any σ ∈ (0, 1).
The sharp regularity u ∈ C1,1(B3) then follows from the standard theory for the scalar obstacle
problem, as in [29]. □

We now develop further properties of u. In analogy with Lemma 2.1, we have the following
monotonicity formula:

Lemma 8.8. Let z0 ∈ (−1, 1) and 0 < t < s < 1− |z0| be given. Then

E(u, z0e3, t) ≤ E(u, z0e3, s),

with equality if and only if u is 0-homogeneous about z0e3 in Bs(z0e3) \Bt(z0e3).

Proof. Note that the minimizing property over the class of k-axially symmetric maps yields the
stationarity over domain variations for balls centered on the z-axis. The rest of the proof is identical
to the standard one, see e.g. [28, Appendix A]. □

As in Section 2.2, Lemma 8.8 allows us to define the normalized energy density E(u, z0e3, 0
+)

through the limit E(u, z0e3, r) as r ↘ 0.
We now turn to the compactness properties of minimizers in the axially symmetric class, which

is an analogue of Lemma 2.2 in the axially symmetric setting.

Lemma 8.9. Let {ui}∞i=1 ⊂ W 1,2(B3;R3\B3) be a bounded sequence of energy minimizers among
k-axially symmetric maps. Then there is a map u ∈ W 1,2(B3;R3\B3), which is energy minimizer

among k-axially symmetric maps, such that ui → u strongly in W 1,2
loc (B

3;R3) along a subsequence.



CONSTRAINT MAPS: SINGULARITIES VS FREE BOUNDARIES 41

As in the classical case [64], the key idea is to consider a suitable axially symmetric extension
of the boundary values, see [42, Lemma 4.1] and also [48, Proof of Theorem 4.2] in the setting of
axially symmetric harmonic maps. Although the extension here gets slightly more involved due
to the presence of the non-constant radial component ϱ, most of the argument is similar to the
aforementioned literature. To maintain the technicalities to a minimum and keep the reading flow,
we shall present the proof in Appendix C.

As a corollary of Lemma 8.5 and Theorem 8.7, and using Lemmas 8.8 and 8.9, we can run the
usual dimension reduction argument to deduce the following:

Corollary 8.10. We have u ∈ C1,1
loc (Ω \ Σ(u)). The singular set Σ(u) consists of discrete points

on the z-axis, which are characterized by E(u, z0e3, 0
+) ≥ ε20.

From Theorem 8.7 and Lemma 8.9, arguing just as in Section 3, we also obtain:

Corollary 8.11. The function |u| − 1 is nonegative, subharmonic and continuous on B3, with a
universal modulus of continuity.

8.3. Regularity near free boundaries. We now turn to the regularity theory of energy min-
imizers among k-axially symmetric maps near their free boundaries. A crucial ingredient in our
analysis is the uniqueness and structure of blow-ups in the axially symmetric class, see [9] and [48,
§6.3]. In what follows, we use the following standard terminology:

Definition 8.12. Given z0 ∈ (−1, 1), we call ϕz0 a tangent map of u at z0e3 if it is a weak

W 1,2
loc -limit of a sequence urj ,z0e3 := u(z0e3 + rj ·), where rj → 0 as j → ∞.

Combining Lemmas 8.8 and 8.9 with Corollary 8.10, it follows that z0e ∈ Σ(u) if and only if there
is a non-constant tangent map ϕz0 of u at z0e, which is necessarily 0-homogeneous and minimizing
among k-axially symmetric maps. In our setting, there are only four different non-constant tangent
maps:

Proposition 8.13. Let u ∈ W 1,2(B3;R3\B3) be an energy minimizer among k-axially symmetric
maps. For every point z0e3 ∈ Σ(u), there exists a unique tangent map ϕz0 which, when restricted
to S2, is one of the four maps

±S−1 ◦ ψk ◦ S or ± S−1 ◦ ψk ◦ S,
where ψk : C → C is the map w 7→ wk, and S : S2 → C is the stereographic projection from e3.
Moreover, there is a modulus of continuity ω, depending only on k, dist(z0e3, ∂Ω), and ∥u∥W 1,2(Ω),
such that

|u(x)− ϕz0(x− z0e3)| ≤ ω(|x− z0e3|),
for every x ∈ Ω with |x− z0e3| ≤ 1

2 dist(z0e3, ∂Ω).

Proof. According to Corollaries 8.10 and 8.11, we have Σ(u) ⊂ {|u| = 1} ∩ {r = 0}. Thus, by
Lemmas 8.8 and (8.9), at any point in Σ(u), all tangent maps of u at that point are 0-homogeneous
harmonic maps into S2, which further minimize the energy among k-axially symmetric harmonic
maps. The first claim now follows from the classification of such maps from [48, §6.3]. The
second claim, concerning the existence of a modulus of continuity, is a direct consequence of the
compactness of minimizing maps provided by Lemma 8.9, and the fact that there is only a finite
number of tangent maps. Indeed, since the function r 7→ ur,z0e3 is continuous into W 1,2(B3), the
closest tangent map to ur,z0e3 varies continuously with r. But since there is only a finite number
of such maps, such a map must eventually always be the same for r sufficiently small. □

Corollary 8.14. Let k ≥ 2 and let u ∈W 1,2(B3;R3 \B3) be an energy minimizer among k-axially
symmetric maps. If z0e3 ∈ Σ(u) then u is not energy minimizing in any neighborhood of z0e3.

Proof. As described before the proof of Proposition 8.13, to any point z0e3 ∈ Σ(u) one can associate
tangent maps ϕz0 of u at z0e3, which in particular are non-constant 0-homogeneous k-axially
symmetric maps. If u was minimizing near z0e3 (in the full Sobolev space of admissible maps),
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then according to Lemma 2.2 so would ϕz0 . However, by k-axial symmetry it is easy to see that
ϕz0 : S2 → S2 has deg(ϕz0) = k. Thus, according to [9, Theorem 7.4], ϕz0 is not a minimizer. □

We can now prove the first main result of this section, which is an extension of Theorem 1.2 to
the setting of energy minimizers among k-axially symmetric maps.

Theorem 8.15. Let u ∈W 1,2(B3;R3\B3) be energy minimizing among k-axially symmetric maps.
There are positive constants s, γ, and c, which depend only on k and ∥u∥W 1,2(B3), such that if
z0e3 ∈ Σ(u) for some z0 ∈ (−1, 1), thenˆ

Bs(z0e3)
|Du|−γ dx ≤ c.

Proof. Let us write Λ := ∥u∥W 1,2(B3) for simplicity. By pre-composing u with a translation along the
z-axis, which of course preserves the k-axial symmetry, we can assume that z0 = 0. Furthermore,
by Lemma 8.9 and Corollary 8.10, we deduce that Bs̄ ∩ Σ(u) = {0}, for some s̄ = s̄(k,Λ).

Consider the 0-homogeneous rescalings us(y) := u(sy), and let ϕ0 be as in Proposition 8.13.
This proposition also yields a modulus of continuity ω, depending only on k and Λ, such that
∥us − ϕ0∥L∞(S2) ≤ ω(s) on S2 for all s < 1

2 . Since ϕ0|S2 is smooth and us|S2 is uniformly close to

it, ε-regularity implies that it must also be continuous and therefore C1,1. Hence, given α ∈ (0, 1),
by interpolation we can find a new modulus of continuity ω, which still depends only on k and Λ,
such that

∥us − ϕ0∥C1,α(S2) ≤ ω(s).

In light of Proposition 8.13, we can find ε, δ > 0, depending only on k, such that

|Dϕ0| ≥ 2δ on S2 \Bε(±e3).
Hence, combining the previous two estimates, we can take s̄ smaller if necessary, without changing
its dependence on k and Λ, in such a way that

|Dus| ≥ δ on S2 \Bε(±e3)
for every s ∈ (0, s̄). Thus, taking the cone Cε := {0} ∪ (

⋃
s>0Bsε(±se3)),ˆ

Bs̄\Cε
|Du|−1 dx =

ˆ s̄

0
s2 ds

ˆ
S2\Bε(±e3)

|Dus|−1 dH2 ≤ cδ−1.

Therefore, by Jensen’s inequality, it suffices to find some γ = γ(k,Λ) ∈ (0, 1) such thatˆ
Bs̄∩Cε

|Du|−γ dx ≤ c.

We now follow the arguments in Section 4. We first claim, analogously to Lemma 4.2, that

sup
1≤t≤4

N(us,±te3, 1) ≤ λ0, (8.11)

uniformly for all s ∈ (0, 2s̄), for some λ0 = λ0(k,Λ), with possibly smaller s̄ = s̄(k,Λ). This claim
can be verified by following the lines of the proof of Lemma 4.2 without major modifications.
We only need to employ Lemmas 8.8, 8.9, and Corollary 8.10 in place of Lemmas 2.1, 2.2, and
Corollary 2.5, respectively. Note also that |us − ϕ0| ≤ ω(5s) in B5 and |ϕ0| = 1 replace Corollary
3.3 in the proof; alternatively, this could also be inferred from Corollary 8.11. Apart from these
changes the proof goes through unchanged, and so we shall not repeat the details here.

Let us fix an absolute constant τ ∈ [1, 4) to be determined later. In light of Proposition 8.13,
we have

|Dϕ0| ≤ c in B4τε(±te3)
uniformly for t ∈ [1, 4]. Choosing ε > 0 smaller if necessary, we also have

Dus → Dϕ0 uniformly in B4τε(±te3)
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as s→ 0; here again the rate of convergence depends only on k and Λ. Thus,

|Dus| ≤ 2c in B2τε(±te3), (8.12)

uniformly for all s ∈ (0, 2s̄), with a possibly smaller s̄ = s̄(k,Λ). Thus, in view of (8.4) and (8.11),
we can also employ Lemma B.3 to find δ, σ ∈ (0, 1), which depend only on k and Λ, such that

|{|Dus| ≥ δ∥Dus∥L∞(3Q)} ∩Q| ≥ (1− σ)|Q|, (8.13)

for every cube Q with 3Q ⊂ B2τε(±te3). With (8.13) at hand, we can proceed with the Calderón-
Zygmund cube decomposition argument, just as in the proof of Theorem 1.2, to get thatˆ

Bτε(±te3)
|Dus|−γ dx ≤ c, (8.14)

uniformly for all s ∈ (0, 2s̄) and 1 ≤ t ≤ 4.
To conclude, we choose τ ≥ 1 such that (B4 \B1) ∩ Cε ⊂ ∪1≤t≤4Bτε(±te3). By (8.14),ˆ

(B4\B1)∩Cε
|Dus|−γ dx ≤ c, (8.15)

uniformly for s ∈ (0, 2s̄). Choose ℓ̄ such that 2−ℓ̄ ≥ s̄ > 2−ℓ̄−1. As s̄ depends only on k and Λ, so
does ℓ̄. Then by (8.15),

ˆ
Bs̄∩Cε

|Du|−γ dx ≤
∞∑
ℓ=ℓ̄

ˆ
(B

2−ℓ+2\B2−ℓ )∩Cε
|Du|−γ dx ≤

∞∑
ℓ=ℓ̄

2−ℓ(n+γ)c ≤ c.

This finishes the proof. □

Based on Theorem 8.15, and as shown in Section 5, we can establish that energy minimizers
among k-axially symmetric maps are regular around their free boundaries.

Theorem 8.16. Let u ∈ W 1,2(B3;R3\B3) be an energy minimizer among k-axially symmetric
maps. Then for every x0 ∈ B3 lying in the closure of {|u| > 1}, u ∈ C1,1(Bδ(x0)) with the estimate

∥u∥C1,1(Bδ(x0)) ≤ c,

where δ > 0 and c > 1 depend only on 1− |x0|, k and ∥u∥W 1,2(B3).

This result follows from Theorem 8.15 by using the properties of energy minimizers in the axially
symmetric class established in Subsection 8.2, exactly as in the proof of Theorem 1.1: since the
argument is identical, we omit it.

9. Axially symmetric constraint maps: branch points on free boundaries

The goal of this section is to prove Theorem 1.6, concerning the structure of the free boundary
points in B0(u), for an energy minimizer u ∈ W 1,2(B3;R3\B3) in the class of k-axially symmetric
maps. Uunless otherwise stated, in what follows we assume that u is such a map and that k ≥ 2.
As in (8.1), we then write

u = ϱ (sinφ cos kθ, sinφ sin kθ, cosφ),

for some pair (ϱ, φ) : D → [0,∞)× [0, π], with ϱ = ϱ(r, z) and φ = φ(r, z). We will also consistently
use Notation 8.1 and, to keep the notation as simple as possible, we will write v : B3 → S2 for the
projection map of u onto the sphere S2. Specifically, v = Π ◦ u, in the notation of Section 2:

v := Π ◦ u =
u

ϱ
= (sinφ cos(kθ), sinφ sin(kθ), cosφ) in B3. (9.1)

In particular, |Dv| is constant in θ, and

|Dv|2 = (∂rφ)
2 + (∂zφ)

2 +
k2

r2
sin2 φ in B3 \ {r = 0}. (9.2)
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As mentioned in Section 7.2, our motivation for considering maps u as described above is that
any free boundary point on the z-axis is necessarily a branch point in B0(u). Indeed, by Theorem
8.16, u is C1,1 around the free boundary, and thus Dϱ = 0 there, since ϱ attains its minimum
on the free boundary. On the other hand, we have Dv = 0 at any regular point on the z-axis.
Indeed, using the representation (9.1), we see that, for a fixed z, the map f : C → C defined by
f(w) = f(reiθ) := (v1 + iv2)(r, θ, z) satisfies

∂wf =

(
cosφ∂rφ+

k

r
sinφ

)
ei(k−1)θ, ∂w̄f =

(
cosφ∂rφ− k

r
sinφ

)
ei(k+1)θ. (9.3)

Since k ≥ 2, both exponentials ei(k∓1)θ cannot be extended continuously to w = 0 and so, at any
point where v (hence f) is C1, their coefficients in (9.3) must converge to 0 as |w| = r → 0+. Since
| cosφ(0, z)| = 1 and sinφ(0, z) = 0, we conclude that Dv vanishes at all regular points on the
z-axis. Thus

∂{|u| > 1} ∩ {r = 0} ⊆ B0(u).

The results of this section can be seen as a much more precise version of the above calculation.
Indeed, we will perform a fine blow-up analysis of u near a free boundary point on the z-axis. The
structure of u at such a point is quite rich and the next theorem, which is the main result of this
section, summarizes the main conclusions of our analysis.

Theorem 9.1 (Blow-up analysis on the free boundary). Given k ≥ 2, let u ∈ W 1,2
g (B3;R3\B3)

be an energy minimizer in the class of k-axially symmetric maps. Set ϱ = |u| and v = u/|u| as
in (9.1), and assume that g ∈ C2(S2;λS2) for some λ > 1, and that g is k-axially symmetric with
|deg(g)| = k.

Let z0e3 ∈ ∂{ϱ > 1} be an arbitrary free boundary point on the z-axis. Then:

(1) v ∓ e3 vanishes at z0e3 exactly to order k, and there are constants C, a, σ, s > 0 such that∣∣Dj
(
v − (ark cos kθ, ark sin kθ,±e3)

)∣∣ ≤ Crk−j+σ, j = 0, 1, 2, (9.4)

whenever r2 + (z − z0)
2 < s2;

(2) ϱ− 1 vanishes exactly to order 2k at z0e3; also, if we define the sequence of rescalings

ϱs(r, z) :=
ϱ(sr, z0 + sz)− 1

as2k
,

then, for every sequence si → 0+, up to a subsequence there is a blow-up ϱ̃ such that ϱsi → ϱ̃

in W 2,q
loc (R

3) for any q ∈ [1,∞). Moreover, ρ̃ is a non-constant, k-axially symmetric, (2k)-
homogeneous, non-negative solution of

∆ϱ̃ = k2r2k−2χ{ϱ̃>0} in R3; (9.5)

(3) there exists a modulus of continuity ω and a small constant s0 > 0 such that

distH
(
Bs(z0e3) ∩ ∂{ϱ > 1}, {r = 0} ∪ (Z2k−1 \ {z = 0})

)
< sω(s),

for all s ∈ (0, s0), where Zℓ is the nodal set of the zonal harmonics of degree ℓ. In particular,
the free boundary ∂{ϱ > 1} cannot be represented as a C1-graph near any point of B0(u).

Before proceeding with the blow-up analysis required to prove Theorem 9.1, let us show how it
easily implies Theorem 1.6.

Proof of Theorem 1.6. Let k ≥ 2, λ > 1, and consider a k-axially symmetric map g ∈ C2(S2;S2)
with |deg(g)| = k. Let u ∈W 1,2(B3;R3 \B3) be energy minimizing among all k-axially symmetric

maps in W 1,2
λg (B3;R3 \ B3). Note that, by axial symmetry, the image of the z-axis under u is

contained in the z-axis; on the other hand, the image of the z-axis under u is also disconnected,
due to the constraint. Hence, u is necessarily discontinuous, i.e. Σ(u) ̸= ∅.

By Corollary 8.10, Σ(u) is a discrete set on the z-axis. Fix any z∗e3 ∈ Σ(u). By Theorem 8.16,
we can find a ball B∗ centered at z∗e3 such that B∗ ⊂ {ϱ = 1}, where ϱ is as in (C.6). Hence, we
can consider the largest open and connected set U ⊂ {ϱ = 1} containing z∗e3. Choose z0e3 ∈ ∂U .
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Then z0e3 ∈ ∂{ϱ > 1} by the definition of U . By Theorem 8.16 again, we can find a small ball B
centered at z0e3 such that u ∈ C1,1(B). Taking the radius of B smaller if necessary, we deduce

from Corollary D.3 that u is the unique minimizing constraint map in W 1,2
u (B;R3 \ B3).

We now verify the claims in Theorem 1.6; note that the boundary condition |deg(g)| = k
guarantees that u is necessarily non-constant. Claim (1) follows from the choice of z0e3 ∈ ∂U ,
which readily implies z0e3 ∈ ∂(int{ϱ = 1}) ̸= ∅. Claim (2) follows from Theorem 9.1(1)-(2).
Finally, claim (3) follows from Theorem 9.1(3). □

The proof of Theorem 9.1 is rather involved and is divided over the next three subsections.

9.1. Proof of Theorem 9.1(1). We begin our analysis with a simple consequence of Lemma 8.5.

Lemma 9.2. We have ϱ ∈ C1,1
loc (B

3 \ Σ(u)), v ∈ C2,σ
loc (B

3 \ Σ(u);S2), and φ ∈ C2,σ
loc (B

3 \ Σ(u)) for
every σ ∈ (0, 1). Also, the pair (ϱ, v) solves

∆ϱ = ϱ|Dv|2χ{ϱ>1}

∆v +
2

ϱ
Dϱ ·Dv = −|Dv|2v

in B3, (9.6)

in the strong sense.

Proof. Note that (9.6) follows directly from (8.4); in fact, the computation works without k-axial
symmetry. Concerning the regularity statements, let z0e3 ∈ B3 \ Σ(u). By Lemma 8.5, there is
a ball B ⊂ B3 centered at z0e3 such that u ∈ C1,1(B). Since ϱ = |u| ≥ 1 in B3, we also have

ϱ ∈ C1,1(B). We then have v ∈ C2,σ
loc (B) for every σ ∈ (0, 1): this can be deduced from the second

equation in (9.6), cf. [29, Theorem 2.4].

Finally, we deal with the regularity of φ. Writing v = (v1, v2, v3) ∈ C2,σ
loc (B;R3), we see that

φ = arccos v3 in B3. Then, since arccos is continuous in [−1, 1], and v3 ∈ C2,σ(B) ⊂ C(B), we
have φ ∈ C(B). Since φ({r = 0} ∩ B) ⊆ {0, π}, shrinking the radius of B if necessary, we may
assume without loss of generality that φ ∈ [0, π6 ]; the other case is symmetric by replacing φ with

π − φ. Then we may also write φ = arcsin(v1/(cos kθ)) in B ∩ {|θ| < π
2 }. As arcsin is analytic

in (−1, 1), |v1| ≤ sinφ ≤ 1/2 in B, and v1 ∈ C2,σ(B), then φ ∈ C2,σ(B ∩ {|θ| < π
2 ) for every

σ ∈ (0, 1). But φ does not depend on θ, so this last restriction on θ can be removed, completing
the proof. □

Proof of Theorem 9.1(1). Assume that z0e3 ∈ B3 \ Σ(u). By Lemma 9.2 we have, for some s
small, that ϱ ∈ C1,1(Bs(z0e3)) and v ∈ C2,σ(Bs(z0e3)) for every σ ∈ (0, 1). Since ϱ ≥ 1 in B3

by the constraint,it follows that (1/ϱ)Dϱ ∈ C0,1(Bs(z0e3)). Moreover, by Lemma 9.2, |Dv|2 ∈
C1,σ(Bs(z0e3)) for every σ ∈ (0, 1).

Let ṽ : Bs(z0e3) → R2 be the map consisting of the first two components of v, i.e.,

ṽ := (sinφ cos kθ, sinφ sin kθ). (9.7)

Since the boundary datum g : S2 → λS2 satisfies |deg(g)| = k, we see from Proposition 6.5 that u
is surjective onto the annulus λB3 \ B3. In particular, we deduce that sinφ is not identically zero
in Bs(z0e3), since φ satisfies the unique continuation property by (8.6), and hence ṽ is also not
identically zero in Bs(z0e3). We observe that each component of ṽ is a C2,σ-solution of the second
line of (9.6), where we think of (1/ϱ)Dϱ and |Dv|2 as coefficients of the equation. Therefore,
it follows from [7, Remark 3] that each component of ṽ vanishes to finite order. Applying [45,
Theorem 1.5] to each component of ṽ, we see that there is a non-trivial homogeneous harmonic
polynomial P = (P 1, P 2) of degree d such that

|Dj(ṽ − P )| ≤ C(r2 + (z − z0)
2)

d−j+σ
2 , j ∈ {0, 1, 2}, (9.8)

whenever r2 + (z − z0)
2 < s2; here we take s smaller if necessary, and the constant C may depend

on σ but not on (r, z − z0).



46 A. FIGALLI, A. GUERRA, S. KIM, AND H. SHAHGHOLIAN

Since P is homogeneous of degree d, (9.8) implies that

P = (p cos kθ, p sin kθ), (9.9)

where p is a homogeneous polynomial of degree d in (r, z). Moreover, since P is non-trivial, so is
p. In addition, being φ a polar angle of v, it must satisfy sinφ ≥ 0 in B3. So, (9.7), (9.8), and
(9.9) altogether imply

p ≥ 0 in {r ≥ 0}.
Then, the structure of homogeneous harmonic polynomials [47, §2.1] shows that we must have
d = k, and p(r, z) = ark, for some a > 0; in other words, P is a zonal harmonic. Noting that
ṽ = P = 0 on {r = 0}, it follows from (9.8) that

|Dj(ṽ − P )| ≤ Crk−j+σ, j ∈ {0, 1, 2}, (9.10)

whenever r2 + (z − z0)
2 < s2.

Choosing s smaller if necessary, we can also assume that sin2 φ ∈ [0, 12 ] in Bs(z0e3). Thus, (9.7)
and (9.10) together yield

(∂rφ)
2 + (∂zφ)

2 +
k2

r2
sin2 φ ≤ 2|Dṽ|2 ≤ Cr2k−2, (9.11)

whenever r2 + (z − z0)
2 < s2 and r > 0. Also, since v(z0e3) = ±e3, and sin2 φ ∈ [0, 12 ] in Bs(z0e3),

we have

|v3 ∓ 1| ≤ C sin2 φ, |Dv3| ≤ sinφ|Dφ|, and |D2v3| ≤ |Dφ|2 + sin2 φ|D2φ|2 in Bs(z0e3).

Therefore, (9.11) along with φ ∈ C2,σ(Bs(z0e3)) yield

|Dj(v3 ∓ 1)| ≤ Cr2k−j , j = 0, 1, 2, (9.12)

whenever r2 + (z − z0)
2 < s2. Combining (9.10) with (9.12), we arrive at (9.4). □

9.2. Proof of Theorem 9.1(2). We begin by noting that, by Theorem 9.1(1), the (2k − 2)-
homogeneous rescaling of the function |Dv|2, which depends only on (r, z) as seen in (9.2), converges
to k2a2r2k−2, which is again (2k−2)-homogeneous. The following corollary of Theorem 9.1(1) shows
that this convergence occurs at an almost-Lipschitz rate.

Corollary 9.3. Given z0e3 ∈ B3 \ Σ(u) and σ ∈ (0, 1), there exist C, s0 > 0 such that∣∣(r∂r + (z − z0)∂z − (2k − 2)
)
|Dv|2

∣∣ ≤ Cr2k−2sσ, (9.13)

whenever r2 + (z − z0)
2 ≤ s2 and s ∈ (0, s0).

Proof. By (9.4), we have∣∣Dj
(
|Dv|2 − k2a2r2k−2

)∣∣ ≤ Cr2k−j−2+σ, j = 0, 1, (9.14)

whenever r2+(z− z0)2 < s2. Since
(
r∂r+(z− z0)∂z

)
r2k−2 = (2k−2)r2k−2, the conclusion follows

from (9.14) and the triangle inequality. □

We now observe that, due to (9.6), the function ϱ − 1, which corresponds to the distance map
from B3 to S2, must vanish exactly to order 2k at every free boundary point.

Lemma 9.4 (Vanishing order of ϱ). Given z0e3 ∈ ∂{ϱ > 1}, ϱ − 1 vanishes at z0e3 exactly with
order 2k, and there exist s0 > 0 small and C > 1 large such that

1

C
s2k ≤ sup

Bs(z0e3)

(
ϱ− 1 + s|Dϱ|

)
≤ Cs2k, (9.15)

for all s ∈ (0, s0).

Proof. By Lemma 8.5, u ∈ W 1,2(B3;R3 \ B3) is a weakly constraint map. Taking a small s0 we
have u ∈ C1,1(Bs0(z0e3)). The conclusion then follows directly from Proposition 7.10. □
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Given any z0 ∈ (−1, 1), let us define the following Weiss-type [88] energy

W (z0, s) :=
1

s4k+1

ˆ
Bs(z0e3)

(
|Dϱ|2 + 2(ϱ− 1)ϱ|Dv|2

)
dx− 2k

s4k+2

ˆ
∂Bs(z0e3)

(ϱ− 1)2 dH2; (9.16)

recall from (9.2) that |Dv| is a function of (r, z). In the scalar obstacle problem, the analogous
energy is monotone. Here we have the following similar result:

Lemma 9.5 (Weiss-type almost monotonicity formula). Given any z0e3 ∈ ∂{ϱ > 1} and every
σ ∈ (0, 1), there is s0 > 0 such that s 7→ W (z0, s) + Csσ is non-decreasing in s ∈ (0, s0), where
C > 1 may depend on s0 and σ. In particular, W (z0, 0

+) := lims→0W (z0, s) exists.

Proof. By Theorem 8.16, we have z0e3 ̸∈ Σ(u). Let s0 be a small radius to be determined and note
that, from Lemma 9.2, d

dsW (z0, s) exists for every s ∈ (0, s0).
Let a > 0 be as in (9.4). In what follows, we fix s ∈ (0, s0). For every s > 0 small, consider

ϱs(r, z) :=
ϱ(sr, z0 + sz)− 1

a2s2k
, Fs(r, z) :=

|Dv|2(sr, z0 + sz)

a2s2k−2
. (9.17)

In view of (9.6), ϱs solves

∆ϱs = (1 + s2kϱs)Fsχ{ϱs>0} in B1/s0 , (9.18)

in the strong sense. Let us also write ϱ̇s =
d
dsϱs and Ḟs =

d
dsFs, so that

ϱ̇s =
(r∂r + z∂z − 2k)ϱs

s
, Ḟs =

(r∂r + z∂z − (2k − 2))Fs

s
. (9.19)

Note that, thanks to Corollary 9.3 and Lemma 9.4,

ϱs + s|ϱ̇s|+ Fs + s1−σ|Ḟs| ≤
C

a2
in B3, (9.20)

for every s ∈ (0, s0). Also, we can rewrite

1

a4
W (z0, s) =

ˆ
B3

(
|Dϱs|2 + 2ϱs(1 + s2kϱs)Fs

)
dx− 2k

ˆ
S2
ϱ2s dH2. (9.21)

Differentiating both sides of (9.21) in s, integrating by part, and using (9.18) for ϱs, we compute

1

a4
d

ds
W (z0, s) = 2

ˆ
B3

(
Dϱs ·Dϱ̇s + ϱ̇s(1 + s2kϱs)Fs

)
dx− 4k

ˆ
S2
ϱsϱ̇s dH2

+ 2

ˆ
B3

ϱs
d

ds

(
(1 + s2kϱs)Fs

)
dx

= 2

ˆ
S2
(r∂rϱs + z∂zϱs − 2kϱs)ϱ̇s dH2

+ 2

ˆ
B3

ϱs
(
(1 + s2kϱs)Ḟs + s2k−1(2kϱs + sϱ̇s)Fs

)
dx

≥ 2

ˆ
S2
sϱ̇2s dH2 − C

a4
sσ−1 ≥ −C

a4
sσ−1,

(9.22)

where, in the second last inequality, we used (9.19) and (9.20). By (9.22), we obtain

d

ds
(W (z0, s) + Csσ) ≥ 0,

for every s ∈ (0, s0), which finishes the proof. □

Proof of Theorem 9.1(2). Let si → 0+ be given and define ϱ̃i := ϱsi , and F̃i := Fsi , where ϱs and
Fs are as in (9.17). By Theorem 9.1(1), we have

F̃i → k2r2k−2 in C1,σ
loc (R

3). (9.23)
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In addition, due to Theorem 9.1(1) and Lemma 9.4, a standard compactness argument yields, up
to a non-relabeled subsequence,

ϱ̃i → ϱ̃ in C1,σ
loc ∩W 2,q

loc (R
3), (9.24)

for every σ ∈ (0, 1) and q ∈ [1,∞), for some non-trivial ϱ̃ ∈ C1,1
loc (R

3). Since ϱ̃i is axially symmetric
and nonnegative, so is its limit ϱ̃. The fact that ϱ̃ satisfies (9.5) follows from (9.23) and (9.24),

along with the regularity ϱ̃ ∈ C1,1
loc (R

3).
Thus, it remains to prove the (2k)-homogeneity of ϱ̃, and this follows from the almost mono-

tonicity of the Weiss-type energy, as we now detail. By Lemma 9.5, the limit W (z0, 0
+) exists.

However, analogously to (9.21), we also have, for each t > 0, that

1

a4
W (z0, sit) =

1

t4k+1

ˆ
Bt

(|Dϱ̃i|2 + 2ϱ̃i(1 + (sit)
2kϱ̃i)F̃i) dx− 2k

t4k+2

ˆ
∂Bt

ϱ̃2i dH2. (9.25)

Thus, passing to the limit in (9.25) along with (9.23) and (9.24), we deduce from Lemma 9.5 that

1

a4
W (z0, 0

+) = lim
j→∞

W (z0, sit) = W̃ (t), (9.26)

for all t > 0, where the energy W̃ is defined as

W̃ (t) :=
1

t4k+1

ˆ
Bt

(|Dϱ̃|2 + 2ϱ̃k2r2k−2) dx− 2k

t4k+2

ˆ
∂Bt

ϱ̃2 dH2. (9.27)

Using (9.5), one can following essentially verbatim the proof of Lemma 9.5 to show that

d

dt
W̃ (t) = 2

ˆ
S2
t ˙̃ϱ2t dH2, ϱ̃t(r, z) =

ϱ̃(tr, tz)

t2k
,

cp. (9.22). Since (9.26) implies that W̃ (t) is constant, we deduce that ϱ̃ is (2k)-homogeneous, as
desired. □

9.3. Proof of Theorem 9.1(3). To complete our analysis, it remains to analyze the free boundary
for ϱ̃. According to Theorem 9.1(2), ϱ̃ satisfies (9.5), and a crucial feature of this equation is that
the forcing term on the right-hand side is independent of z. In particular, ∂zϱ̃ is a (2k − 1)-
homogeneous k-axially symmetric harmonic polynomial on each component of {ϱ̃ > 0}. In other
words, ∂zϱ̃ is a zonal harmonic of degree (2k − 1) on each connected component of {ϱ̃ > 0}.

Recall that the zonal harmonics of degree ℓ are constant multiples of

x 7→ |x|ℓPℓ(cosφ),

where Pℓ is the Legendre polynomial of degree ℓ. The polynomial t 7→ Pℓ(t) has ℓ distinct zeros in
(−1, 1), arranged symmetrically about t = 0, and the nodal set of Pℓ is given by

Zℓ = {Pℓ(cosφ) = 0}.
We are of course specially interested in the case where ℓ = 2k − 1 is odd: in this case, the
intersection of Zℓ with S2 is the union of ℓ-latitude circles. We refer the interested reader to [47,
§2.1] for further details.

The previous discussion leads us to consider the connected components of R3\Zℓ. Thus, for
−1 ≤ t1 < t2 ≤ 1, consider the axially symmetric region

Ct1,t2 := {t1
√
r2 + z2 < z < t2

√
r2 + z2}, (9.28)

and an axially symmetric 2k-homogeneous solutions q to

∆q = k2r2k−2 in Ct1,t2 . (9.29)

By the axial symmetry of q, we see that

q(r, z) = (r2 + z2)ky

(
z√

r2 + z2

)
, (9.30)
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where y : (t1, t2) → R is a solution to

(1− t2)ÿ − 2tẏ + 2k(2k + 1)y = k2(1− t2)k−1, t1 < t < t2. (9.31)

The following result gives a description of the solutions to this ODE.

Lemma 9.6. Let y(t) be a solution of (9.31) and assume that k ≥ 2. Then

y = c1P2k + c2Q2k + pk, (9.32)

where P2k is the Legendre polynomial of degree 2k, Q2k is the Legendre function of the second kind
of degree 2k, and pk is the particular solution to (9.31) given by

pk(t) =

k∑
i=0

a2it
2i, (9.33)

under the recurrence relation

a0 = 0, a2i+2 =
−(2k − 2i)(2k + 2i+ 1)a2i + (−1)ik2

(
k−1
i

)
(2i+ 2)(2i+ 1)

, i = 0, 1, 2, · · · . (9.34)

Moreover ṗk(t) ̸= 0 for every t ∈ (−1, 1) \ {0} where pk(t) = 0.

Proof. The claims concerning (9.32)–(9.34) are elementary and are left to the interested reader to
verify, so let us turn to the last claim. Suppose, towards a contradiction, that pk(t0) = ṗk(t0) = 0
for some 0 < |t0| < 1. In view of (9.31) and t0 ̸= 0, we obtain

p̈k(t0) = k2(1− t20)
k−2. (9.35)

Using the recurrence relation (9.34), we can compute from (9.33) (and k ≥ 2) that

k2(1− t20)
k−2 =

k−1∑
i=0

(2i+ 2)(2i+ 1)a2i+2t
2i
0

=
k−1∑
i=0

(2k − 2i)(2k + 2i+ 1)a2it
2i
0 + k2

k−1∑
i=0

(−1)i
(
k − 1

i

)
t2i0 ,

(9.36)

whence the binomial theorem yields

k2t20(1− t20)
k−2 =

k−1∑
i=0

(2k − 2i)(2k + 2i+ 1)a2it
2i
0 =

k∑
i=1

(2k − 2i)(2k + 2i+ 1)a2it
2i
0 ; (9.37)

the last identity follows from the choice a0 = 0 and (2k − 2i)(2k + 2i + 1)a2i = 0 when i = k.
However, pk(t0) = ṗk(t0) = 0 along with (9.33) and t0 ̸= 0 yields

k∑
i=1

a2it
2i−2
0 =

k∑
i=1

2ia2it
2i−2
0 = 0. (9.38)

By (9.38), we can first divide by t20 ̸= 0 the leftmost and rightmost sides of (9.37) and then proceed
further as

k2(1− t20)
k−2 =

k∑
i=1

(2k − 2i)(2k + 2i+ 1)a2it
2i−2
0 = −

k∑
i=1

2i(2i+ 1)a2it
2i−2
0

= −
k∑

i=1

2i(2i− 1)a2it
2i−2
0 = −k2t20(1− t20)

k−2,

(9.39)

where the derivation of the last identity follows simply from the first line of (9.36). However, (9.39)
implies k2(1 + t20)(1− t20)

k−2 = 0, which is incompatible with |t0| < 1. This finishes the proof. □

Finally, the next lemma gives a description of the possible free boundaries in the blow-up limit.
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Lemma 9.7. Let ϱ̃ be any blow-up limit as in Theorem 9.1(2). Then its free boundary ∂{ϱ̃ > 0}
is contained either in the z-axis, i.e. {r = 0}, or inside {0} ∪ (Z2k−1 \ {z = 0}).
Proof. The simplest case is when the harmonic function ∂zϱ̃ vanishes identically in R3. Then it
is easy to compute that the only such non-trivial, 2k-homogeneous, axially symmetric solution to
(9.5) is

ϱ̃(r, z) =
1

4
k2r2k.

This is precisely the case where {ϱ̃ = 0} = {r = 0}. Hence, in what follows, we assume that
∂zϱ̃ ̸≡ 0 in R3.

As we discussed above, by differentiating both sides of (9.5), and noting that ϱ̃ = |Dϱ̃| = 0 on
{ϱ̃ = 0} and that ϱ̃ is a non-trivial 2k-homogeneous axially symmetric function on R3, we observe
that ∂zϱ̃ is a zonal harmonic of degree 2k − 1 on each connected component of {ϱ̃ > 0} that
vanishes continuously on ∂{ϱ̃ > 0}. Since ∂zϱ̃ ̸≡ 0, the above observation along with |Dϱ| = 0 on
{ϱ = 0} shows us that {ϱ̃ = 0} ⊆ {∂zϱ̃ = 0} ⊆ Z2k−1. Therefore, it only remains for us to show
that ∂{ϱ̃ > 0} ∩ {z = 0} \ {0} = ∅.

Suppose by contradiction that ∂{ϱ̃ > 0} ∩ {z = 0} \ {0} ≠ ∅. By the homogeneity of ϱ̃, we
must have {z = 0} ⊆ ∂{ϱ̃ > 0}. Let U be the maximal open connected set in R3 contained in
{ϱ̃ > 0} and such that ∂U contains {z = 0}. Since ∂zϱ is a zonal harmonic of degree 2k − 1 in
U that vanishes on ∂U , U cannot be the entire half-space above or below {z = 0}. Thus, by the

homogeneity of ϱ̃, U is enclosed between a cone {z = t0
√
r2 + z2}, for some 0 < |t0| < 1, and the

plane {z = 0}; i.e. we have (following the notation in (9.28))

U = C0,t0 or U = Ct0,0.
Then, it follows from our discussions at the beginning of this subsection that

0 < ϱ̃ = q in U, ϱ̃ = |Dϱ̃| = 0 on ∂U,

where q satisfies (9.29)–(9.34) with either (t1, t2) = (0, t0) or (t1, t2) = (t0, 0). We note that, as
0 < |t0| < 1, the Legendre function Q2k of the second kind is regular in [−|t0|, |t0|]. By our counter
assumption and the 2k-homogeneity of ϱ̃, we must have ϱ̃ = |Dϱ̃| = 0 at both (r, z) = (1, 0) and

(r, z) = (
√

1− t20, t0). Then, by (9.30) and (9.32),{
c1P2k(t) + c2Q2k(t) + pk(t) = 0

c1Ṗ2k(t) + c2Q̇2k(t) + ṗk(t) = 0
at t = 0, t0. (9.40)

By (9.33) and (9.34), we have pk(0) = ṗk(0) = 0. On the other hand, 2k being an even number

implies that P2k(0) ̸= 0, Ṗ2k(0) = 0, Q2k(0) = 0, and Q̇2k(0) ̸= 0. Using these elementary facts in
(9.40) for t = 0, we deduce c1 = c2 = 0. Using this information back inside (9.40), it follows that
pk(t0) = ṗk(t0) = 0. Recalling that 0 < |t0| < 1, we arrive at a contradiction to Lemma 9.6. This
shows that ∂{ϱ̃ > 0} ∩ {z = 0} = {0}, as desired. □

Proof of Theorem 9.1(3). The conclusion follows immediately from Lemma 9.7. □

Appendix A. Topological degree

In this appendix, we recall some standard properties of the local topological degree, referring
the reader to [33] for further details.

Given Ω ⊂ Rn, u ∈ C0(Ω;Rn), and a point y ̸∈ u(∂Ω), one can associate to it an integer, which
we denote by deg(u,Ω, y) and refer to as the local topological degree of u at y with respect to Ω.
This integer can be defined as follows. If u ∈ C1(Ω) and y is a regular value12 of u, then

deg(u,Ω, y) :=
∑

x∈u−1(y)

sgn(detDu(x)); (A.1)

12Recall that y is a regular value of u if Du(x) is invertible for all points x ∈ u−1(y).
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note that, by Sard’s theorem, this defines deg(u,Ω, ·) a.e. in Rn. For maps u that are just continu-
ous, or at points y which are not regular values, one defines deg(u,Ω, ·) by approximation, in such
a way that y 7→ deg(u,Ω, y) is continuous and deg(uj ,Ω, y) → deg(u,Ω, y) if uj → u uniformly.

Theorem A.1. The topological degree has the following properties:

(1) normalization: deg(id,Ω, y) is 1 if y ∈ Ω and 0 if y ̸∈ Ω;
(2) decomposition: if Ω1 ∩ Ω2 = ∅ then deg(u,Ω1 ∪ Ω2, y) = deg(u,Ω1, y) + deg(u,Ω2, y);
(3) homotopy invariance: if h ∈ C0([0, 1]× Ω;Rn) and y ̸∈ h([0, 1]× ∂Ω) then

λ 7→ deg(h(λ, ·),Ω, y)
is constant in [0, 1];

(4) existence of solutions: if deg(u,Ω, y) ̸= 0 then y ∈ u(Ω);
(5) constancy: deg(u,Ω, ·) is locally constant in Rn \ u(∂Ω).
In fact, properties (1)–(3) characterize the topological degree uniquely.
It is also useful to have a notion of topological degree for maps defined on manifolds without

boundary. If N, Ñ ⊂ Rm are connected oriented compact manifold without boundary, then we can
define the degree of a map g ∈ C1(N ; Ñ) exactly as in (A.1), namely through

deg(g) :=
∑

x∈u−1(y)

sgn(det dgx), (A.2)

where y is a regular value of g and we see dgx : TxN → TyÑ as an invertible linear map. This
definition is independent of y and it coincides with the usual algebraic-topological definition of
the degree: in algebraic topology, one says that the homomorphism induced by g between the
top homology groups of N and Ñ corresponds to multiplication by deg(g). In this paper, we are
content with the differential topology definition (A.2), and we will only apply it in the case where

N = Ñ = ∂Ω is the boundary of a smooth domain in Rn.

Appendix B. The frequency function for elliptic systems

In this appendix, we recall some standard properties of the Almgren frequency for solutions of
elliptic systems and some of its consequences. In this paper we are often concerned with weak
solutions f ∈W 1,2(Ω;Rm) of regular elliptic systems of the type

∆f i = aαijDαf
j in Ω, (B.1)

for each 1 ≤ i ≤ m. Indeed, according to Theorem 2.4, any solution of (1.2) is a solution of such
a system near regular points.

In Section 4 we recalled the definition of the Almgren frequency function, but other variants of
this function are also possible. Following [39, 70], we define the generalized frequency through

N(f, x0, r) :=
r
´
Br(x0)

[
|Df |2 + (f − f(x0)) ·∆f

]
dx´

∂Br(x0)
|f − (f)x0,r|2 dHn−1

.

The generalized frequency is essentially comparable to the standard frequency (see the notation in
Section 1.4), since

|N(f, x0, r)−N(f, x0, r)|
N(f, x0, r)

≤ cr, (B.2)

where c depends only on n and ∥aαij∥L∞(Ω), cf. [70, Proposition 4.5]. However, the generalized
frequency has the following advantage:

Proposition B.1 (Almost monotonicity formula). Let f ∈W 1,2(B2;Rm) be a non-constant weak
solution to (B.1). There are constants c > 1 and r0 ∈ (0, 1), depending only on n and ∥aαij∥L∞(B2),

such that r 7→ ecrN(f, x0, r) is non-decreasing for all r ∈ (0, r0) and for each x0 ∈ B1.
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Proposition B.1 is proved in the scalar case in [39, 70], i.e. when m = 1; however, as pointed
out in [46], the same calculations go through for general systems of the type (B.1).

As a consequence of Proposition B.1, the limit N(f, x0, 0
+) := limr→0N(f, x0, r) exists. More-

over, by the existence and uniqueness results for tangent maps proved in [45], this quantity coincides
with the vanishing order d of f − f(x0) at x0, i.e. d is the integer characterized by

lim sup
x→x0

|f(x)− f(x0)|
|x− x0|d

<∞, lim sup
x→x0

|f(x)− f(x0)|
|x− x0|d+1

= ∞.

In fact, near x0, we may write

f(x)− f(x0) = Pd(x− x0) +R(x),

for some non-zero d-homogeneous vector-valued harmonic polynomial Pd and a remainder term R
which vanishes to higher order, and satisfies the estimates

|DjR(x)| ≤ c|x− x0|d−j+ε, j ∈ {0, 1},
for every ε ∈ (0, 1), where c here may depend on ε.

In a standard way, Proposition B.1 and (B.2) also yield the following result, cf. [46, Lemma 2.2]:

Theorem B.2. Let f ∈ W 1,2(B2;Rm) be a weak solution of (B.1). There is a constant c > 1,
depending only on n and Λ, such that

N(f, x0, r) ≤ cN(f, 0, 2) for all r ∈ (0, 1),

for every x0 ∈ B1.

The frequency controls not only the vanishing order, but also doubling properties of f . Here we
state and prove a variant of the doubling property of f , which is used in Section 4.

Lemma B.3. Let f ∈ W 1,2(B2;Rm) be a weak solution of (B.1). For every λ > 1 there exist
δ, σ ∈ (0, 1), depending only on n, m, λ, and ∥aαij∥L∞(B2), such that if N(f, 0, 2) ≤ λ then

|{|Df | ≥ δ∥Df∥L∞(3Q)} ∩Q| ≥ (1− σ)|Q|,
for every cube Q with 3Q ⊂ B1.

Proof. By Theorem B.2 and a compactness argument we can find a small constant δ, which may
depend further on λ, such that for every cube Q with 3Q ⊂ B1,

∥Df∥L∞(3Q) ≤
1

2δ
∥Df∥L∞( 1

2
Q). (B.3)

The rest of the proof is now classical. By the interior estimates [41], Df i ∈ C1,γ(2Q), for each
γ ∈ (0, 1), with

[Df i]C0,γ(2Q) ≤ cγ osc
3Q

f i ≤ 3cγ(diamQ)∥Df∥L∞(3Q), (B.4)

where cγ depends only on n, m, ∥aαij∥L∞(B2), and γ. On the other hand, by (B.3), there exists a

point y0 ∈ 1
2Q such that

|Df(y0)| ≥ 2δ∥Df∥L∞(3Q).

Hence, by (B.4) with γ = 1/2, we can find a small scale r > 0, depending only on c1/2 and δλ,
such that

|Df | ≥ δ∥Df∥L∞(3Q) in Qs(y0),

where s = 1√
n
r diamQ. Since y0 ∈ 1

2Q, we can choose r small so that Qs(y0) ⊂ Q. Thus, the

assertion of the lemma holds with σ = 1− 2−nrn ∈ (0, 1). □

As a result of Lemma B.3, we obtain an L−γ-estimate for the energy density of solutions to
regular elliptic systems. This can be considered as a simpler version of Theorem 1.2.
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Theorem B.4. Let f ∈ W 1,2(B2;Rm) be a weak solution of (B.1). For every λ > 1 there exist
γ > 0 and c > 1, depending only on n, m, λ, and ∥aαij∥L∞(B2), such that if N(f, 0, 2) ≤ λ, thenˆ

B1

|Df |−γ dx ≤ c.

Proof. The proof is essentially the same as that of Theorem 1.2, but simpler. In fact, as Σ(f) = ∅,
the critical scale rf as in Lemma 4.1 becomes irrelevant. So, we only need to use Lemma B.3
instead of Lemma 4.5, and do not need to invoke Lemma 4.3 in the argument. We shall omit the
details. □

Appendix C. Proof of Lemma 8.9

Here we prove Lemma 8.9, which asserts the strong W 1,2-convergence of the energy minimizers
among k-axially symmetric maps. Our proof follows essentially from [42, Lemma 4.1, Theorem 4.2]
(see also [48]), which deals with harmonic maps in the axially symmetric setting. The involvement
of the radial component ϱ needs extra attention, and we shall present the full detail below.

Proof of Lemma 8.9. Throughout the proof, c will denote a positive constant independent of i,
and it may differ at each occurrence. Moreover, we shall use the spherical coordinate systems in
the target space, to simplify the exposition; e.g., in such a system, (8.1) can be written as

u(r, θ, z) = (ϱ(r, z), kθ, φ(r, z)).

Furthermore, let us write D′ = (∂r, ∂z).
Upon a 0-homogeneous rescaling, we may assume that {ui}∞i=1 ⊂ W 1,2(Ω;R3\B3) is a bounded

sequence for a concentric ball Ω strictly containing B3. Then there exists a map u ∈ W 1,2(Ω;R3)
such that

ui ⇀ u weakly in W 1,2(Ω;R3), (C.1)

along a subsequence. By the Rellich compactness theorem, up to non-relabelled subsequences,
ui → u strongly in L2(Ω;R3) and ui → u a.e. in Ω. The almost everywhere convergence ensures
that u is k-axially symmetric and that |u| ≥ 1 a.e. in Ω.

By (C.1) and B3 ⋐ Ω, we deduce from the Fubini theorem (upon slightly changing the radius
of Ω through a further 0-homogeneous rescaling) thatˆ

S2

(
|Dui|2 + |Du|2 + |ui − u|2

λ2i

)
dH2 ≤ c, (C.2)

for a sequence λi → 0. Let (ϱi, φi) be the representation of ui, and let (ϱ, φ) be that of u. By
(C.2), there is λ′i → 0 satisfying

1

2
λ
3/4
i ≤ λ′i ≤ 2λ

3/4
i , (C.3)

such that at p±i := (λ′i,±
√
1− (λ′i)

2) ∈ D, we have

|D′(ϱi, φi)(p
±
i )|2 + |D′(ϱ, φ)(p±i )|2 +

|(ϱi − ϱ, φi − φ)(p±i )|2
λ2i

≤ c. (C.4)

On the other hand, due to Lemma 8.5, ϱi is weakly subharmonic in Ω and, since B3 ⋐ Ω and {ui}
is bounded in L2(Ω),

ϱi ≤ c a.e. in B3; (C.5)

now since ϱi → ϱ a.e. in Ω, (C.5) yields

ϱ ≤ c a.e. in B3. (C.6)

Let v ∈ W 1,2(B3;R3\B3) be an arbitrary k-axially symmetric map with v = u on S2. As
in the proof of [42, Lemma 4.1], let us define wi : B3 → R3 as follows. Consider the annulus
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Figure 6. A cross section in the (r, z)-plane of the construction in Lemma 8.9.

Ai := B3 \ (1− λi)B3, and the polar region Ci := {(r, θ, z) ∈ Ai : r ≤ λ′i
√
r2 + z2}. Set ϱ̃i : Ai → R

as the linear interpolation between ϱi|S2 and ϱ|S2 , i.e.,

ϱ̃i(r, z) := λ−1
i (1− |(r, z)|)ϱ

(
(r, z)

|(r, z)|

)
+ λ−1

i (|(r, z)|+ λi − 1)ϱi

(
(r, z)

|(r, z)|

)
, (C.7)

and define φ̃i : Ai → R in the same way. Clearly, ρ̃i ≥ 1 and 0 ≤ φ̃i ≤ π in Ai. Next, we
set w̃i : Ci → R3 as the 0-homogeneous extension of (ρ̃i, kθ, φ̃i)|∂Ci with respect to the center

(0, 0,±(1− λi
2 )). Finally, define wi : B3 → R3 by

wi(r, θ, z) :=


v((1− λi)

−1r, kθ, (1− λi)
−1z) in B3 \ Ai,

(ϱ̃i(r, z), kθ, φ̃i(r, z)) in Ai \ Ci,
w̃i(r, θ, z) in Ci,
ui(r, θ, z) in S2.

(C.8)

We refer the reader to Figure 6 for a depiction of this construction.
Note that wi ∈W 1,2(B3;R3\B3). We claim thatˆ

Ai
|Dwi|2 dx ≤ cλ

1
4
i . (C.9)

Once the claim is proved, then we may use the minimality of ui over the class of k-axially symmetric
maps in W 1,2(B3;R3\B3) to deduce thatˆ

B3

|Dui|2 dx ≤
ˆ
B3

|Dwi|2 dx = (1 + o(1))

ˆ
B3

|Dv|2 dx+

ˆ
Ai

|Dwi|2 dx =

ˆ
B3

|Dv|2 dx+ o(1).

However, by (C.1) and the lower semicontinuity of the energy, we also haveˆ
B3

|Du|2 dx ≤ lim inf
i→∞

ˆ
B3

|Dui|2 dx.

The last two inequalities show that u is energy minimizing among k-axially symmetric maps, since
v was an arbitrary admissible k-axially symmetric map with v = u on S2. In fact, taking v = u,
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the last two inequalities show thatˆ
B3

|Du|2 dx = lim
i→∞

ˆ
B3

|Dui|2 dx,

and so by the weak convergence ui ⇀ u in W 1,2(B3;R3), we deduce that ui → u strongly in
W 1,2(B3;R3), as desired.

Therefore, we are only left with justifying the claim in (C.9). Denote by Di the domain in the
(r, z)-plane for which Ai is obtained by the revolution of Di about the z-axis. Following the first
three general (in)equalities at [42, Page 286], we obtain

|D′ϱ̃i|2(r, z) ≤ c

[
|D′ϱi|2 + |D′ϱ|2 + |ϱi − ϱ|2

λ2i

](
(r, z)

|(r, z)|

)
, (C.10)

for (r, z) ∈ Di, whence¨
Di

|D′ϱ̃i|2r dr dz ≤ cλi

ˆ
∂D

(
|D′ϱ̃i|2 + |D′ϱ|2 + |ϱi − ϱ|2

λ2i

)
r dH1

≤ cλi

ˆ
∂B

(
|Dui|2 + |Du|2 + |ui − u|2

λ2i

)
dH2 ≤ cλi.

(C.11)

Analogously, we can also compute that¨
Di

|D′φ̃i|2r dr dz ≤ cλi. (C.12)

On the other hand, since (r, z) ∈ Di implies r > λ′i|(r, z)| ≥ λ′i(1− λi), it follows from (C.3) that
¨

Di

sin2 φ̃i

r
dr dz ≤ cλ

− 3
4

i |Di| ≤ cλ
1
4
i . (C.13)

However, since (C.5) and (C.6) yield

ess sup
Ai

ϱ̃i ≤ c, (C.14)

combining (C.11), (C.12), (C.13), and (C.14) altogether gives
ˆ
Ai\Ci

|Dwi|2 dx =

¨
Di

(
|D′ϱ̃i|2 + ϱ̃2i

(
|D′φ̃i|2 +

k2

r2
sin2 φ̃i

))
r dr dz ≤ cλ

1
4
i . (C.15)

The L2-estimate of |Dwi| over Ci is similar to the second paragraph of [42, Page 287]. Note that
the lateral part of ∂Ci is the revolution of the union of the line segments γ±i := {tp±i : 1−λi ≤ t ≤ 1}.
Hence, by the definition (C.7) of ϱ̃i, (C.10) and (C.4), we get

|D′ϱ̃i|2(r, z) ≤ c

[
|D′ϱi|2 + |D′ϱ|2 + 1

λ2i
|ϱi − ϱ|2

]
(p±i ) ≤ c, (C.16)

H1-a.e. for (r, z) ∈ γ±i . A similar argument for φ̃i, using also (C.3), gives

|D′φ̃i|(r, z) +
k2

r2
sin2 φ̃i(r, z) ≤ c+ cλ

− 3
2

i , (C.17)

H1-a.e. for (r, z) ∈ γ±i . Recalling from (C.8) the construction of wi|∂Ci , it follows from (C.2), (C.3),
(C.14), (C.16), and (C.17) thatˆ

Ci
|Dwi|2 dx ≤ |Ci|(c+ cλ

− 3
2

i ) ≤ cλ′iλi(1 + λ
− 3

2
i ) ≤ cλ

1
4
i . (C.18)

Consequently, the claim in (C.9) follows from (C.15) and (C.18), which completes the proof. □
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Appendix D. Uniqueness of continuous weakly constraint maps

The purpose of this appendix is to establish the uniqueness of weakly constraint maps into the
exterior of a ball, provided that the images lie in a small neighborhood of a point on the boundary
of the ball. Our analysis follows the classical argument of Jäger–Kaul [55] for harmonic maps,
who consider very general target manifolds without boundary. Here we give a short, self-contained
proof for weakly constraint maps, which exploits the symmetry of the ball, although we believe
that the same uniqueness result should hold for general target constraints.

To be precise, let Ω be a bounded domain in Rn, let Bm ⊂ Rm be the open unit open ball centered
at the origin, and let p be an arbitrary point on Sm−1. We say that a map u ∈ W 1,2(Ω;Rm\Bm)
is a weakly constraint map if it verifies

∆u = −|Du|2uχ{|u|=1} in Ω (D.1)

in the weak sense. For sufficiently regular maps, this system is equivalent to saying that u is a
solution of the variational inequality for the Dirichlet energy [17, 25].

Proposition D.1. Let ui ∈ W 1,2 ∩ C(Ω;Rm\Bm) be weakly constraint maps, for each i ∈ {1, 2},
such that ui(Ω) ⊂ Br(p) for some r ∈ (0, 1), and p ∈ Sm−1. If u1 − u2 ∈ W 1,2

0 (Ω;Rm), then
u1 = u2 in Ω.

Proof. Our proof essentially follows from the idea of [55] on harmonic maps. However, we chose
to present the argument since our system (D.1) involves a characteristic term, which may behave
badly when taking the difference between two solutions. Here, the exact structure of the obstacle
being a ball turns out to resolve this issue quite smoothly.

Let us introduce

ψ :=
1

2
|u1 − u2|2 and ψi :=

1

2
|ui − p|2,

and define

w :=
ψ

(1− ψ1)(1− ψ2)
.

The basic idea of the proof is that, up to a conformal change of the metric on the domain (which
depends on ψ1, ψ2), the function ψ is subharmonic, and so it satisfies a maximum principle.

As ui ∈ C(Ω;Rm\Bm), it follows from Theorem 2.4 that ui ∈ C1,1
loc (Ω;R

m\Bm). Hence, we have

ψ,ψ1, ψ2, w ∈W 1,2 ∩ C1,1
loc (Ω). By (D.1), a direct computation yields

∆ψ = |D(u1 − u2)|2 − (1− u1 · u2)
2∑

i=1

|Dui|2χ{|ui|=1}

a.e. in Ω. Recall that, if f is a Sobolev function, then for every k ∈ N we have Dkf = 0 a.e. in
f−1(0), thus

∆ψ = 0 a.e. on ψ−1(0). (D.2)

On the other hand, note that |Dψ|2 ≤ 2ψ|D(u1 − u2)|2 in Ω. Also, by the constraint, we have
ψ ≥ 1− u1 · u2 in Ω. Using these two inequalities in the above equation, we derive that

∆ψ ≥ |Dψ|2
2ψ

− ψ

2∑
i=1

|Dui|2χ{|ui|=1} a.e. in Ω \ ψ−1(0). (D.3)

Again by the constraint we have ψi ≥ 1− p · ui in Ω, and so by (D.1) we similarly derive that

∆ψi = |Dui|2 − (1− p · ui)|Dui|2χ{|ui|=1} ≥ (1− ψi)|Dui|2χ{|ui|=1} a.e. in Ω. (D.4)

One may compare (D.2), (D.3), and (D.4) with [55, (27), (29)].
As in the proof of [55, Theorem A], let us take

ϕ := −
2∑

i=1

log(1− ψi),
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so that w = eϕψ in Ω; note from the assumption ui(Ω) ⊂ Br(p) for some r ∈ (0, 1) that ϕ ∈
C(Ω) ∩ C1,1

loc (Ω) and 0 ≤ ϕ ≤ c in Ω. Define the self-adjoint elliptic operator L ≡ div(e−ϕ∇·); the
ellipticity is uniform over Ω as 1 ≥ e−ϕ ≥ e−c there.

As in the proof of [55, Lemma 1], we can compute that

Lw = L(eϕψ) = ∆ψ + ψ∆ϕ+Dψ ·Dϕ a.e. in Ω.

As above, we have

Lw = 0 a.e. in ψ−1(0). (D.5)

On the other hand, away from ψ−1(0), we have

ψ∆ϕ+Dψ ·Dϕ =
2∑

i=1

(
ψ|Dψi|2
(1− ψi)2

+
ψ∆ψi

1− ψi
+
Dψ ·Dψi

1− ψi

)
≥ −|Dψ|2

2ψ
+ ψ

2∑
i=1

∆ψi

1− ψi
, (D.6)

where in the last inequality we used Young’s inequality

Dψ ·Dψi

1− ψi
≤ ψ|Dψi|2

(1− ψi)2
+

|Dψ|2
4ψ

.

Thus, we deduce from (D.3), (D.4), and (D.6) that

Lw ≥ ∆ψ − |Dψ|2
2ψ

+ ψ
2∑

i=1

∆ψi

1− ψi
≥ 0 a.e. in Ω \ ψ−1(0). (D.7)

Combining (D.5) with (D.6), we conclude that

Lw ≥ 0 a.e. in Ω.

By the (uniform) ellipticity of L, the weak maximum principle applies to w ∈ W 1,2 ∩ C1,1
loc (Ω).

Finally, if u1 − u2 ∈ W 1,2
0 (Ω;Rm), then w ∈ W 1,2

0 (Ω), so the weak maximum principle implies
w = 0 in Ω, i.e., u1 = u2 in Ω as desired. □

We also note here the following result, which is the analogue for constraint maps of the results
of Hildebrant–Kaul–Widman for harmonic maps [51]:

Theorem D.2. Let u ∈ W 1,2(Ω;Rm\Bm) be a weakly constraint map. If u(Ω) ⊂ Br(p) for some
r ∈ (0, 1) and some p ∈ Sm−1, then u is continuous.

Proof. Since 0 < r < 1, Br(p) ∩ Sm−1 is a graph in the direction of p. Thus we can employ [34,
Theorem 1] to deduce that u is continuous. Note that, although [34, Theorem 1] is stated for
minimizers, the short proof only relies on the Euler–Lagrange system (D.1) and the results of [53],
which hold for solutions of elliptic systems. □

As an immediate corollary of the above two results we obtain that a weakly constraint map
which takes values in a small neighborhood of p is the unique weakly constraint map with those
boundary values:

Corollary D.3. Let u ∈W 1,2(Ω;Rm\Bm) be a weakly constraint map such that u(Ω) ⊂ Br(p) for
some r ∈ (0, 1) and some p ∈ Sm−1. Then u is the unique weakly constraint map with its own
boundary data, and so in particular it is minimizing.

Proof. By Theorem D.2, u is continuous. Let v ∈ W 1,2
u (Ω;Rm\Bm) be an arbitrary weakly con-

straint map. We claim that v ∈ Br(p) a.e. in Ω. Indeed, (D.4) shows that f := |v− p|2 is a weakly

subharmonic function in Ω. However, as v ∈ u+W 1,2
0 (Ω;Rm) and u(Ω) ⊂ Br(p), we have f ≤ r2

on ∂Ω, so the weak maximum principle implies that f ≤ r2 a.e. in Ω, i.e. v ∈ Br(p) a.e. in Ω. The
claim now follows from Proposition D.1. □
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