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Abstract. In this paper we analyze the singular set in the Stefan problem and prove the following results:
• The singular set has parabolic Hausdorff dimension at most n− 1.
• The solution admits a C∞-expansion at all singular points, up to a set of parabolic Hausdorff dimension

at most n− 2.
• In R3, the free boundary is smooth for almost every time t, and the set of singular times S ⊂ R has

Hausdorff dimension at most 1/2.
These results provide us with a refined understanding of the Stefan problem’s singularities and answer some
long-standing open questions in the field.

1. Introduction

The Stefan problem, dating back to the XIXth century [St, LC], aims to describe phase transitions, such
as ice melting to water, and it is among the most classical and well-known free boundary problems. In its
simplest formulation, this problem consists in finding the evolution of the temperature θ(x, t) of the water
when a block of ice is submerged inside. Then, the function θ ≥ 0 satisfies ∂tθ − ∆θ = 0 in the region
{θ > 0}, while the evolution of the free boundary ∂{θ > 0} (the interphase ice/water) is dictated by the
Stefan condition ∂tθ = |∇xθ|2 on ∂{θ > 0}.

Let χA denotes the characteristic function of a set A. After the transformation u(x, t) :=
∫ t
0 θ(x, τ)dτ ,

one can note that {u > 0} = {θ > 0}. Also, as explained in [Duv73, Bai74] (see also [Fig18a]), the Stefan
problem becomes locally equivalent to the so-called “parabolic obstacle problem”:

∂tu−∆u = −χ{u>0}

u ≥ 0

∂tu ≥ 0

∂tu > 0 in {u > 0}

in Ω× (0, T ) ⊂ Rn × R. (1.1)

The regularity of the free boundary for the Stefan problem (1.1) was developed in the groundbreaking paper
[Caf77]. The main result therein establishes that the free boundary (i.e., the interface ∂{u > 0}) is C∞ in
space and time, outside some closed set Σ ⊂ Ω× (0, T ) of singular points at which the contact set {u = 0}
has zero density.

1.1. The singular set. The fine understanding of singularities is a central research topic in several areas
related to nonlinear PDEs and Geometric Analysis. A major question in such context is to establish estimates
for the size of the singular set — see [Sim68, CKN82, Whi00, Alm00] for some famous examples.

For the Stefan problem (1.1), a variant of the techniques used in the study of the elliptic obstacle problem
yields the following result: for every t, let Σt denote the singular points at time t (so that Σ = ∪t∈(0,T )Σt ×
{t}). Then Σt ⊂ Rn is locally contained in a (n − 1)-dimensional C1 manifold1. This is optimal in space,
in the sense that the singular set could be (n − 1)-dimensional for a fixed time t = t0. However, it is not
clear what the optimal size of the singular set in time should be; see [LM15] for some partial results in this
direction.
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1This follows from the uniqueness of blow-ups, proved in [Bla06].
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The first natural question in this direction is to estimate the parabolic Hausdorff dimension2 of the singular
set Σ, denoted dimpar(Σ). Here, by refining our understanding of singular points, we establish the following:

Theorem 1.1. Let Ω ⊂ Rn be an open set, let u ∈ L∞(Ω × (0, T )) solve the Stefan problem (1.1), and let
Σ ⊂ Ω× (0, T ) be the set of singular points. Then

dimpar(Σ) ≤ n− 1.

As mentioned above, the singular set could be (n− 1)-dimensional in space for a fixed time t = t0. Hence
our result gives the optimal bound for the parabolic Hausdorff dimension of Σ. Also, since the time axis has
parabolic Hausdorff dimension 2, Theorem 1.1 implies that, in R2, the free boundary is smooth for almost
every time t ∈ (0, T ). Therefore, it is natural to ask ourselves if a similar result holds in the physical space
R3 and, more in general, “how often” singular points may appear.

In [Caf78], Caffarelli showed that any C1 curve contained inside Σ cannot evolve with time (i.e., it must be
contained in a fixed time slice {t = t0}). However, apart from this result, nothing else was known concerning
this question. Here, we prove the following estimate on the size of singular times in the physical space R3:

Theorem 1.2. Let Ω ⊂ R3, let u ∈ L∞(Ω× (0, T )) solve the Stefan problem (1.1), and let

S :=
{
t ∈ (0, T ) : ∃ (x, t) ∈ Σ

}
(1.2)

denote the set of “singular times”. Then,

dimH(S) ≤
1

2
.

In particular, for almost every time t ∈ (0, T ), the free boundary is a (n− 1)-dimensional submanifold of Rn

of class C∞.

This is the first result on the size of the set of singular times for the Stefan problem. In particular, prior
to this result, it was not even known if solutions to the Stefan problem (1.1) could have singularities for all
times t ∈ (0, T ) (not even when n = 2).

We do not know if the dimensional bound 1/2 is sharp for the Stefan problem in R3, but this bound is
definitely critical3, and we would not be surprised if our bound turned out to be optimal.

Our Theorem 1.2 above follows from more general result valid in arbitrary dimension Rn. As explained
in more detail below, we prove that the singular set is C∞, outside a small subset of parabolic dimension at
most n− 2.

Theorem 1.3. Let Ω ⊂ Rn, and let u ∈ L∞(Ω × (0, T )) solve the Stefan problem (1.1). Then there exists
Σ∞ ⊂ Σ such that

dimpar(Σ \ Σ∞) ≤ n− 2, dimH
(
{t ∈ (0, T ) : ∃ (x, t) ∈ Σ∞}

)
= 0,

and Σ∞ ⊂ Ω × (0, T ) can be covered by countably many (n − 1)-dimensional submanifolds in Rn+1 of
class C∞.4

In a sense, this result says that the singular set can be split into two separate pieces: one which is very
smooth and extremely rare in time (the set Σ∞), and one which is small (of dimension at most n− 2).

As a consequence, we also deduce the following corollary in 2 dimensions:

2The parabolic Hausdorff dimension is, by definition, the Hausdorff dimension associated with the “parabolic distance”
dpar

(
(x1, t1), (x2, t2)

)
=

√
|x1 − x2|2 + |t1 − t2|. Notice that, if we denote by dimH(E) the standard Hausdorff dimension of a

set E ⊂ Rn+1 = Rn × R, then dimH(E) ≤ dimpar(E). On the other hand, the time axis has parabolic Hausdorff dimension 2,
while it has standard Hausdorff dimension 1.

3The reader familiar with fluid equations may note that 1/2 is the same bound currently known for the dimension of singular
times in the Navier-Stokes equation; see the classical result of Caffarelli, Kohn, and Nirenberg [CKN82]. We do not see any
connection between the fact that the numbers are the same. Actually, while for Navier-Stokes many people would like to prove
that singular points do not exist, in the Stefan problem singular points exist and can be rather large. Also, given the analysis
performed in our paper, the estimate 1/2 is sharp in many points (see Remark 1.5).

4Here, the submanifolds that cover Σ∞ are of class C∞ as subset of Rn+1 with the usual Euclidean distance, not with respect
the parabolic distance. So, our statement is much stronger than the previously known results (for instance, [LM15] proved C1

regularity of Σ with respect to the parabolic distance, which implies only C1/2 regularity in time).
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Corollary 1.4. Let Ω ⊂ R2, and let u ∈ L∞(Ω × (0, T )) solve the Stefan problem (1.1). Let S be as in
(1.2). Then

dimH(S) = 0.

In the next section, we briefly explain the general strategy behind the proofs of our results.

1.2. Ideas of the proof. To prove Theorems 1.1, 1.2, and 1.3 we need to introduce a variety of new ideas
with respect to the existing literature, combining tools from geometric measure theory (GMT), PDE esti-
mates, dimension reduction-type arguments, and new monotonicity formulas. Let us give a quick overview
of the main steps in the proofs.

Let (x◦, t◦) be a singular point. It is well known that

u(x◦ + x, t◦ + t) = p2,x◦,t◦(x) + o(|x|2 + |t|), (1.3)

where p2,x◦,t◦(x) is a quadratic polynomial of the form 1
2x

TAx, with A ≥ 0 and tr(A) = 1. In particular,

the set of singular points can be descomposed as Σ = ∪n−1
m=0Σm, where

Σm :=
{
(x◦, t◦) ∈ Σ : dim({p2,x◦,t◦ = 0}) = m

}
, m = 0, . . . , n− 1.

Moreover, for each m, the set Σm∩{t = t◦} can be covered by a C1 manifold of dimension m. Unfortunately,

the previous expansion implies only C1/2 regularity in time for the covering manifolds. In particular, because
of this, (1.3) implies a non-sharp bound on the parabolic Hausdorff dimension of Σm.

To prove Theorem 1.1, our strategy is to refine (1.3) in the time variable, by developing a parabolic
version of [FS17]. This is the content of the first part of the paper. A key tool for this is a truncated version
of the parabolic frequency function

ϕ(r, w) :=
r2
∫
{t=−r2} |∇w|

2Gdx∫
{t=−r2}w

2Gdx
,

where G is the time-reversed heat kernel. We will see that (a truncated version of) ϕ(r, w) is essentially
monotone in r for

w = u(x◦ + ·, t◦ + ·)− p2,x◦,t◦ .

Thanks to this fact, assuming with no loss of generality that (x◦, t◦) = (0, 0), we can prove that

(u− p2)(rx, r
2t)

∥u− p2∥r
−→ q(x, t) as r → 0 (1.4)

along subsequences, where q is a parabolically homogeneous function.
We then show the following:

(i) If (0, 0) ∈ Σm with m ≤ n − 2, then the function q is a quadratic caloric polynomial. This means
that the expansion (1.3) cannot be improved at these points! Hence, to get an improved dimensional
bound on Σm we employ a barrier argument in the spirit of [FRS20]. More precisely, since m ≤ n−2,
we can exploit the fact that Σm has zero capacity to build a refined barrier and show that

dimpar(Σm) ≤ m, 0 ≤ m ≤ n− 2.

(ii) If (0, 0) ∈ Σn−1, then q is a homogeneous solution of the parabolic thin obstacle problem. We denote
by Σ<3

n−1 the subset at which the homogeneity is less than 3.

(a) If (0, 0) ∈ Σ<3
n−1, we show that ∂tq ̸≡ 0 and that q is convex in all directions that are tangential

to {p2 = 0}. This allows us to perform a dimension reduction that, combined with a barrier
argument, implies

dimpar(Σ
<3
n−1) ≤ n− 2.

(b) If (0, 0) ∈ Σn−1 \ Σ<3
n−1 we show that q is always 3-homogeneous, hence

u(x◦ + ·, t◦ + ·) = p2,x◦,t◦ +O(|x|3 + |t|3/2), (1.5)

and the same barrier argument as in (ii)-(a) implies that

dimpar(Σn−1 \ Σ<3
n−1) ≤ n− 1.
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Combining these estimates, Theorem 1.1 follows.
We wish to remark that, although these proofs require a series of delicate new estimates, the strategy

behind this first result is a generalization of the ideas in [FS17, FRS20] to the parabolic setting. However,
to prove Theorems 1.2 and 1.3, completely new ideas are needed.

Indeed, in the elliptic setting one can show that, outside a small set of dimension n − 2, the “second
blow-up” q is a cubic harmonic polynomial and the frequency function is still (almost) monotone for the
function w = u − p2 − q. This fact was crucially used in [FRS20] and it allowed us to prove that, in the
elliptic setting, an expansion of the form

u = p2 + p3 + p4 + o(|x|5−ε) with p3 and p4 harmonic polynomials,

holds up to a set of dimension n− 2.
Unfortunately, these methods completely break down in the parabolic setting, as the “second blow-up”

q(x, t) is never a cubic caloric polynomial: indeed, as we shall see, at most points of Σn−1 \ Σ<3
n−1 (that

we shall denote as Σ∗, see Definition 9.6), q is typically of the form t|xn| + 1
6 |xn|

3 and frequency formula’s

method employed in the elliptic setting breaks down.5 Thus, if we want to improve (1.5), we need to develop
completely new methods.

One of the main difficulties in the present paper is actually to pass from a cubic expansion (1.5) to an
expansion of order 3 + β for some β > 0. More precisely, the goal is to prove that

u(x, t) = 1
2x

2
n + a|xn|(t+ 1

6x
2
n) + podd3 (x, t) +O

(
(|x|+ |t|1/2)3+β

)
, (1.6)

for some a > 0 and podd3 an odd cubic caloric polynomial. One of our key results here (which is probably
the most delicate part of the whole paper) is that, up to a change of coordinates, (1.6) holds up to an
(n− 2)-dimensional set.

This is a new paradigm of dimension reduction, where we do not have a frequency or similar powerful
monotonicity formula. Our strategy is the following: first, in Section 10, we prove a monotonicity-type
formula of order 5/2 (so, weaker than the natural one, which should be of order at least 3). This weak
formula plays a crucial role in Section 11, were we show the following dichotomy: roughly speaking, given
a scale r, either Σ∗ looks at most (n− 2)-dimensional at such a scale, or the size of u− p2 − q decays at a
fast rate (more than 3) at such a scale, see Proposition 11.3. With this result at our hand, we can perform
a delicate GMT covering argument to prove the validity of (1.6) outside an an (n− 2)-dimensional set, see
Section 12.

Once we have proven (1.6), we need to push the expansion to higher order. For this, we develop a
barrier argument to show that the set {u > 0} splits into two separate connected components inside the set
Ωβ := {|x|2+β < −t}.

Note that, under the parabolic scaling (x, t) → (rx, r2t), the set Ωβ converges to Rn × (−∞, 0) as r → 0.
In other words, we have “broken the parabolic scaling”. This means that we may expect the solution u
to behave, inside Ωβ, as two (almost) independent solutions of the Stefan problem inside each connected
component of {u > 0}. In other words, u should behave as the sum of two solutions of the Stefan problem
for which (0, 0) is a regular point!

The last step, which is carried out in the third part of the paper, is to prove a C∞ regularity result near
regular points, which is robust enough to be applied in our setting. More precisely, we want to show that if
ū is a solution of the Stefan problem such that {ū = 0} is sufficiently close to {xn ≤ 0} inside Ωβ, then we
have a C∞ expansion for ū at (0, 0). We then apply this result to our solution u restricted to each connected
component of {u > 0} ∩ Ωβ, and we obtain a C∞-type regularity for u.

As a corollary of this C∞ expansion we are able to prove that, outside a (n−2)-dimensional set, if (x◦, t◦)
and (x1, t1) are singular points then

|t◦ − t1| = o(|x◦ − x1|k) for every k ≫ 1.

5This issue is already present in dimension 1, and it can be understood as follows: since u ∼ 1
2
x2
n + t|xn| + 1

6
|xn|3, in a

parabolic cylinder Cr := Br × [−r2, 0] the set {u = 0} has volume rn+3 (roughly, it behaves as the set Cr ∩ {|xn| ≲ |t|}). This
error becomes critical when considering a frequency formula of order at least 3, and a completely different strategy needs to be
found.
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This implies Theorem 1.3, and finally Theorem 1.2 and Corollary 1.4 follow as immediate consequences.

Remark 1.5. In view of our proof strategy, the dimensional bound 1/2 in Theorem 1.2 for the set of singular
times in R3 is critical in at least two ways.

On the one hand, in the lower strata Σm with m ≤ n− 2, both (1.3) and the bound dimpar(Σm) ≤ m are
optimal. In particular, in R3, the projection of Σ1 on the t axis has dimension at most 1/2, and it looks
unlikely to us that one can improve this bound.

On the other hand, the dimension bound 1/2 is also critical when we look at Σ2. Indeed, the set of points
at which (1.6) does not hold has parabolic dimension at most n− 2(= 1). So, also for this set, its projection
on the t axis is expected to have dimension 1/2. Whether this bound can be improved is very unclear to us,
and if possible, it would require a completely new understanding of this type of points.

1.3. Organization of the paper. In Section 2 we introduce some notation that will be used throughout
the paper. Then, in Section 3, we first recall some classic results on the Stefan problem and then establish
some new basic properties of solutions. In Sections 4 and 5 we introduce some new parabolic functionals and
monotonicity formulas of Weiss and Almgren-type. This allows us, in Section 6, to consider the second blow-
up at singular points (see (1.4)), and then prove in Section 7 that this blow-up is 3-homogeneous at “most”
singular points. In Section 8 we construct some appropriate barriers, adapted to each type of singular point,
which allow us to prove Theorem 1.1. We then study cubic blow-ups in Section 9. As explained before, a
key and difficult part in the proof of our results is to pass from the cubic blow-ups to an estimate of order
3 + β, with β > 0 (see (1.6)). This is accomplished in Sections 10, 11, and 12. Finally, we show in Section
13 that this implies a C∞ estimate at “most” singular points, and in Section 14 we finally give the proof of
Theorem 1.3 and its consequences.
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Council (ERC) under the Grant Agreement No 948029.
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2. Notation used throughout the paper

In this section we introduce the notation and the mathematical objects that will be used consistently
throughout the paper. In particular, the letters G and ζ always refer in the sequel to the Gaussian and the
spatial cut-off introduced below, and — since they appear often in the paper — we will not recall this every
time.

2.1. Operators. We define the following useful operators that will be used in all the paper.

H := (∆− ∂t) (that is, Hf := ∆f − ∂tf)

Z := (x · ∇+ 2t∂t) (that is, Zf := x · ∇f + 2t∂tf).

2.2. Gaussian kernel. We introduce the “reversed heat kernel” in Rn × (−∞, 0):

G(x, t) :=
1

(−4πt)n/2
exp

(
|x|2

4t

)
.

2.3. A bilinear form. Given r ∈ (0, 1], we denote by ⟨ , ⟩r the following bilinear form defined for pairs of
functions f, g : Rn × (−1, 0) → Rk:

⟨f, g⟩r :=
∫
Rn

(f · g)(x,−r2)G(x,−r2) dx.

In the special case r = 1, we sometimes use the notation ⟨ , ⟩ := ⟨ , ⟩1
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2.4. Functionals D and H. Throughout the paper we shall use the following dimensionless quantities
defined for all functions w : Rn × (−1, 0) → R sufficiently regular (in our application, w will be at least C1,1

in space and C0,1 in time):

D(r, w) := 2r2⟨∇w,∇w⟩r = 2r2
∫
{t=−r2}

|∇w|2G, H(r, w) := ⟨w,w⟩r =
∫
{t=−r2}

w2G.

2.5. Parabolic rescaling. We introduce here a useful notation for parabolic rescaling and normalization.
Given a function w : Rn × (−1, 0) → R, for r > 0 we define wr and w̃r as

wr(x, t) := w(rx, r2t) and w̃r(x) :=
wr

H(1, wr)
1
2

=
w(r · , r2 · )
H(r, w)

1
2

. (2.1)

Note that H(1, w̃r) = 1. Also, the following commutation properties of the parabolic rescaling with H and
Z hold:

H(fr) = r2(Hf)r and Z(fr) = (Zf)r.

Furthermore,
⟨f, g⟩r = ⟨fr, gr⟩, where ⟨ , ⟩ = ⟨ , ⟩1.

2.6. Homogeneous functions. We say that a function f(x, t) is (parabolically) λ-homogeneous whenever
f(rx, r2t) = rλf(x, t) for all r > 0. Equivalently, f is λ-homogeneous whenever Zf = λf .

2.7. Spatial cut-off. Throughout the paper, we will save the letter ζ to denote a spatial cut-off as follows:

ζ = ζ(x) with ζ ∈ C∞
c (B1/2), ζ ≥ 0, and ζ ≡ 1 in B1/4. (2.2)

This cut-off function will be crucial, since the functionals D and H that appear in monotonicity formulae
need functions defined in the whole space. Hence, we shall multiply our solution and its derivatives (which
are defined only in a bounded domain) by ζ in order to define functions defined in the whole space (of course,
by doing so we will introduce errors in the equation but these will be exponentially small).

2.8. Parabolic cylinders. Given r > 0, we define the parabolic cylinder Cr as

Cr := Br × (−r2, 0).

2.9. Spatial projection and projection onto time axis. We use the notation πx : Rn × R → Rn and
πt : Rn × R → R to refer to the canonical projections:

πx(x, t) := x and πt(x, t) := t. (2.3)

3. Classical and new facts about solutions to the Stefan problem

It is well known, by the results of Caffarelli [Caf77], that solutions to the Stefan problem are C1,1 in space

and C0,1 in time. So, we consider here u ∈ C1,1
x ∩ C0,1

t (B1 × (−1, 1)) a solution of the parabolic obstacle
problem 

Hu = χ{u>0}
u ≥ 0

∂tu > 0 in {u > 0}
in B1 × (−1, 1). (3.1)

Note that, since u is nonnegative, (3.1) implies that u is nondecreasing in time inside B1 × (−1, 1).
By Caffarelli [Caf77], any solution u of (3.1) with (0, 0) ∈ ∂{u = 0} satisfies

sup
B1/2×(−1/2,0)

|D2u|+ |∂tu| ≤ C∥u( · , 0)∥L∞(B1) and sup
Br(0)

u( · , 0) ≥ cr2 ∀ r ∈ (0, 1), (3.2)

where C, c are positive dimensional constants.
Notice that, if u is a solution of (3.1), then

ux◦,t◦,r := r−2u(x◦ + r · , t◦ + r2 · )
is also a solution (in the corresponding rescaled and translated domain).

The classical theory defines the following two type of points on the free boundary ∂{u > 0}:
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• Regular points: (x◦, t◦) ∈ ∂{u > 0} is a regular point if

lim
r→0

ux◦,t◦,r(t, x) =
1

2

(
max{0, e · x}

)2
for some e ∈ Sn−1.

• Singular points: x◦ ∈ ∂{u > 0} is a singular point if

lim
r→0

ux◦,t◦,r(t, x) → p2,x◦,t◦(x),

where p2,x◦,t◦ is a convex quadratic 2-homogeneous polynomial which does not depend on time.

The convergence in both cases is locally uniformly in compact sets of Rn × R.
When (x◦, t◦) = (0, 0) is a singular point, we simplify the notation by writing p2 instead of p2,0,0. Through-

out the paper we will denote

Σ := {singular points in B1 × (−1, 1)} ⊂ ∂{u > 0}.

The following result follows from [Caf77], from [KN77] for the higher regularity near regular points, and
from [Bla06] for the uniqueness of blow-up at singular points:

Theorem 3.1. Let u ∈ C1,1
x ∩ C0,1

t (B1 × (−1, 1)) solve (3.1). Then, every free boundary point is either
regular or singular. Moreover, the set of regular points is relatively open inside the free boundary, and it is
a C∞ (n− 1)-dimensional manifold inside B1 × (−1, 1).

As a consequence of the parabolic Monneau-type monotonicity formula proved in [Bla06, LM15], we have
the following result for the singular set.

Proposition 3.2. Let u ∈ C1,1
x ∩C0,1

t (B1 × (−1, 1)) solve (3.1), and let Σ ⊂ B1 × (−1, 1) denote the set of
singular points. Then, πx(Σ) ⊂ B1 can be locally covered by a (n− 1)-dimensional C1 manifold.

Proof. This follows from the more general result of C1 regularity in space and C0,1/2 in time given in [LM15,
Theorem 1.9]. □

We will also need the following estimate, whose proof is contained in [Caf77, CF79].

Proposition 3.3. Let u ∈ C1,1
x ∩C0,1

t (B1×(−1, 1)) solve (3.1), and let (0, 0) be a free boundary point. Then

|∂tu|+ (D2u)− ≤ C| log r|−ε in Br × (−r2, r2),

where C, ε > 0 depend only on n.

After this summary of some well-known properties, we now prove some new results that will be crucial
in our analysis. We begin with the following local semiconvexity property in time.

Proposition 3.4. Let u ∈ C1,1
x ∩ C0,1

t (B1 × (−1, 1)) solve (3.1). Then,

∂ttu ≥ −C in B1/2 × (−1
2 ,

1
2),

where C depends only on n and ∥u∥L∞.

To prove the proposition above, we need the parabolic version of the standard L1 to L1
weak estimate of

Calderón and Zygmund for elliptic PDE [Jon64]:

Theorem 3.5. Let w : C1 → R be any solution of Hw = f in C1, with f ∈ L1. Then

sup
θ>0

θ
∣∣{|D2w|+ |∂tw| > θ} ∩ C1/2

∣∣ ≤ C(∥f∥L1(C1) + ∥w∥L1(C1)),

for some constant C depending only on n.

We will also need the following result (see e.g. [Wa92, Theorem 4.16]):
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Lemma 3.6. Let w : C1 → R satisfy Hw ≥ 0. Then, for any ϵ ∈ (0, 1) we have

sup
C1/2

w ≤ C

(∫
C1

(w+)
ε

) 1
ε

,

for some Cε depending only on n and ε.

We can now prove the desired semiconvexity in time:

Proof of Proposition 3.4. Fix r1, r2 such that 1/2 < r1 < r2 < 1, and for r ∈ (0, 1) define the domains
Ωr := Br× (−r, r). For h ∈ R and given a function w, we define the discrete time derivative as δt,hw(x, t) :=
h−1

(
w(x, t+ h)− w(x)

)
.

Now, consider vh := δt,h∂tu for h > 0. By Proposition 3.3 the function vh is continuous. Also, by (3.1),

vh ≥ 0 on {u = 0}. Notice in addition that Hvh = 0 in {u > 0}. Indeed, inside the open set {u > 0} we
have H(∂tu) = 0 and hence

H(∂tδt,hu)( · , · ) = 0,

where we used the monotonicity property of u.
This implies that (vh)− is subcaloric, and using Lemma 3.6 we get

ess supΩ1/2
(vh)− ≤ sup

θ>0
θ
∣∣{(vh)− > θ} ∩ Ωr1

∣∣ = C sup
θ>0

θ|{|∂tŵ| > θ} ∩ Ωr1

∣∣, where ŵ := δt,hu.

Note that the function ŵ satisfies Hŵ = δt,h(χ{u>0}) ≥ 0 and ŵ ≥ 0, since u and {u > 0} are nondecreasing
in time. Moreover, by the parabolic Calderón-Zygmund type estimate (Theorem 3.5), we have

sup
θ>0

θ|{|∂tŵ| > θ} ∩ Ωr1

∣∣ ≤ C(∥Hŵ∥L1(Ωr2 )
+ ∥ŵ∥L1(Ωr2 )

).

Now, fix ξ = ξ(x, t) a smooth nonnegative cut-off, compactly supported in Ω1 and such that ξ ≡ 1 in Ωr2 .
For h≪ (1− r2), we have

∥Hŵ∥L1(Ωr2 )
≤
∫
Ω1

Hŵ ξ =

∫
Ω1

(Hδt,hu) ξ =

∫
Ω1

u δt,−h(∆ξ + ∂tξ) ≤ C∥u∥L1(Ω1),

and similarly

∥ŵ∥L1(Ωr2 )
≤
∫
Ω1

ŵ ξ =

∫
Ω1

δt,hu ξ =

∫
Ω1

u δt,−hξ ≤ C∥u∥L1(Ω1).

Hence, combining all these estimates together, we have shown that

ess supΩ1/2
(vh)− ≤ C∥u∥L1(Ω1).

Letting h ↓ 0, we conclude the proof. □

We will also need the following relation between the derivatives of u.

Proposition 3.7. Let u ∈ C1,1
x ∩ C0,1

t (B1 × (−1, 1)) solve (3.1). Then there exists a constant C > 0 such
that

(D2u)− ≤ C ∂tu in B1/2 × (−1/2, 1/2).

Proof. Given (x◦, t◦) ∈ B1/2 × (−1/2, 1/2), and fixed e ∈ Sn−1, we consider

wx◦,t◦ := ∂tu+ c1

(
|x−x◦|2

4n − (t−t◦)
2 − u

)
− c2(∂eeu)−,

where c1 and c2 are small positive constants to be chosen. Note that wx◦,t◦ is nonnegative on ∂{u > 0}, and
that Hwx◦,t◦ ≤ 0 in {u > 0}.

Let Ω := B1/4(x◦)× (t◦ − 1/4, t◦) and denote by ∂parΩ its parabolic boundary. Since ∂tu > 0 in {u > 0},
it follows by the first bound in (3.2) that

wx◦,t◦ ≥ c1
(

1
64n − C0ϱ

2
)
− c2C0 in ∂parΩ ∩

(
{u = 0}+ (Bρ × (0, ρ2))

)
where C0 depends only on n and ∥u∥L∞ , and {u = 0}+ (Bρ × (0, ρ2)) denotes the Minkowski sum of sets.
Hence, choosing ϱ > 0 sufficiently small and c1 ≥ CC0c2, we will have wx◦,t◦ > 0 on this piece of boundary.
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On the other hand, since by assumption ∂tu > 0 in {u > 0}, we have

wx◦,t◦ ≥ ∂tu− C(c1 + c2) ≥ cu − C(c1 + c2) in Ω \
(
{u = 0}+ (Bρ × (0, ρ2))

)
,

where cu > 0 is a constant (depending on u).
Hence, choosing c1 and c2 sufficiently small so that cu −C(c1 + c2) > 0 and c1 ≥ CC0c2, it follows by the

maximum principle that

wx◦,t◦ ≥ 0 in Ω.

In particular, evaluating at (x◦, t◦) we obtain

∂tu(x◦, t◦)− c1u(x◦, t◦)− c2(∂eeu)−(x◦, t◦) > 0.

Since u(x◦, t◦) ≥ 0, and both (x◦, t◦) ∈ B1/2 × (−1
2 ,

1
2) and e ∈ Sn−1 can be chosen arbitrarily, the lemma

follows. □

Finally, we shall also need the following result.

Lemma 3.8. Let u ∈ C1,1
x ∩C0,1

t (B1× (−1, 1)) solve (3.1). There exists a dimensional constant ε◦ > 0 such
that the following holds: Assume that∣∣u− 1

2(x · e)2
∣∣ ≤ ε◦ and ∂eeu ≥ −ε◦

for some e ∈ Sn−1. Then

∂eeu ≥ 0 in B1/2 × (−1
2 ,

1
2).

Proof. We may assume e = en. Write x = (x′, xn) ∈ Rn−1×R, and set vh(x′, xn, t) := h−2
(
u(x′, xn+h, t)+

u(x′, xn − h, t)− 2u(x′, xn, t)
)
. We note that

Hvh ≤ 0 in {u > 0} and vh ≥ 0 in {u = 0}.

Now, fix (x◦, t◦) ∈ B1/2 × (−1/2, 1/2) and consider the function

wh
x◦,t◦ := vh + 256n ε◦

(
|x−x◦|2

4n − (t−t◦)
2 − u

)
inside Ux◦,t◦ := {|x− x◦| ≤ 1/4,−1/4 ≤ t− t◦ ≤ 0}.

Note that wx◦,t◦ is supercaloric in Ux◦,t◦ ∩ {u > 0}. Therefore, if we show that —for ε◦ small— wx◦,t◦ is

nonnegative on ∂parUx◦,t◦ ∪ (Ux◦,t◦ ∩ {u = 0}), then it will follow by the maximum principle that wh
x◦,t◦ ≥ 0

inside Ux◦,t◦ , and in particular

vh(x◦, t◦) ≥ wh
x◦,t◦(x◦, t◦) ≥ 0.

Since (x◦, t◦) ∈ B1/2 × (−1/2, 1/2) is arbitrary, and vh → ∂nnu as h ↓ 0, the lemma will follow. So, we are
left with proving that wx◦,t◦ ≥ 0 on ∂parUx◦,t◦ ∪ (Ux◦,t◦ ∩ {u = 0})

Since vh ≥ 0 on {u = 0}, it follows that wh
x◦,t◦ ≥ 0 on Ux◦,t◦ ∩ {u = 0}). Hence, it only remains to show

that wh
x◦,t◦ ≥ 0 on ∂parUx◦,t◦ —provided ε◦ is chosen sufficiently small. Note that, on ∂parUx◦,t◦ , we have

|x−x◦|2
4n − (t−t◦)

2 > 1
64n . Let us divide the parabolic boundary in two pieces: the piece (I) where {u ≤ 1

128n},
and (II) where {u ≥ 1

128n}. On the piece (I), by the assumption ∂nnu ≥ −ε◦ we obtain

wh
x◦,t◦ = vh + 256n ε◦

(
|x′−x′

◦|2
4(n−1) − (t−t◦)

2 − u
)
≥ −2ε◦ + 256n ε◦

(
1

64n
− 1

128n

)
≥ 0.

To estimate wh
x◦,t◦ on the piece (II) we note that, since

∣∣u− 1
2x

2
n

∣∣ ≤ ε◦, it follows that

{u > 1

128n
} ⊂

{
|xn| >

1

10n1/2

}
, {u > 0} ⊃

{
|xn| >

1

20n1/2

}
, ∥u∥L∞(Ux◦,t◦ )

≤ 1,

provided ε◦ is taken sufficiently small. Thus, using standard interior regularity for the heat equation and

interpolation6 we obtain that |∂nn(u − 1
2x

2
n)| ≤ Cnε◦ inside

{
|xn| > 1

10n1/2

}
. In particular vh ≥ 1

2 in

6Note that u− 1
2
x2
n is caloric inside

{
|xn| > 1

20n1/2

}
and it has small L∞ norm.
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|xn| > 1

10n1/2

}
for ε◦ sufficiently small. Therefore, recalling that |u| ≤ 1 inside Ux◦,t◦ , it follows that

wh
x◦,t◦ = vh + 256n ε◦

(
|x′−x′

◦|2
4(n−1) − (t−t◦)

2 − u
)
≥ 1

2
− Cnε◦ ≥ 0 on (II),

provided we choose ε◦ small. □

4. Parabolic functionals and useful formulae

In this section we establish formulae which are valid for arbitrary functions Rn × (−1, 1) → R having

C1,1
x ∩ C0,1

t regularity. Later on we will apply these formulae for example to w(x, t) = (u − p2)(x, t)ζ(x).
Recall that Z, G, H, D, and ζ, were defined in Section 2.

Lemma 4.1. Let f ∈ C1,1
x ∩ C0,1

t . Then

d

dr

∣∣∣∣
r=1

⟨f, 1⟩r = ⟨Zf, 1⟩.

Proof. Recall that

⟨f, 1⟩r =
∫
{t=−r2}

fG, ⟨Zf, 1⟩ =
∫
{t=−1}

Zf G, Z = x · ∇+ 2t · ∂t.

Also, thanks to the scaling property G(rx, r2t)rn = G(x, t), we have∫
{t=−r2}

f(x, t)G(x, t)dx =

∫
{t=−1}

f(rx, rt)G(rx, r2t)rn dx =

∫
{t=−1}

f(rx, r2t)G(x, t) dx.

Then, the result follows by differentiating with respect to r the expression above, and evaluating at r = 1. □

Lemma 4.2. Let f, g ∈ C1,1
x ∩ C0,1

t . Then

2⟨∇f,∇g⟩ = ⟨Zf, g⟩ − 2⟨Hf, g⟩ = ⟨f, Zg⟩ − 2⟨f,Hg⟩. (4.1)

Proof. Noting that ∇G = −x
2G and Z = x · ∇ − 2 · ∂t on {t = −1}, using integration by parts we obtain

2⟨∇f,∇g⟩ = 2

∫
{t=−1}

∇f · ∇g G = −2

∫
{t=−1}

fdiv(∇g G)

= −2

∫
{t=−1}

(
f∆g G+ f∇g · ∇G

)
= −

∫
{t=−1}

(
2f∆g G− fx · ∇g G

)
= −

∫
{t=−1}

f
(
2∆g − 2∂tg − (−2∂tg + x · ∇g)

)
G = −

∫
{t=−1}

f
(
2Hg − Zg

)
G

= −2⟨f,Hg⟩+ ⟨f, Zg⟩.

By symmetry, also the other identity 2⟨∇f,∇g⟩ = −2⟨Hf, g⟩+ ⟨Zf, g⟩ holds. □

Lemma 4.3. Let w ∈ C1,1
x ∩ C0,1

t . Then

H ′(1, w) = 2⟨w,Zw⟩ = 2D(1, w) + 4⟨w,Hw⟩.

Proof. The first equality is an immediate application of Lemma 4.1 with f = w2. To prove the second
equality, we use (4.1). □

Remark 4.4. As a consequence of Lemma 4.3 we obtain the following identity:

D(1, w) = ⟨w,Zw⟩ − 2⟨w,Hw⟩. (4.2)

Lemma 4.5. Let w ∈ C1,1
x ∩ C0,1

t . Then

D′(1, w) = 2⟨Zw,Zw⟩ − 4⟨Zw,Hw⟩.



THE SINGULAR SET IN THE STEFAN PROBLEM 11

Proof. Using Lemma 4.1 with f = |∇w|2 we obtain

d

dr
D(r, w)

∣∣∣∣
r=1

=
d

dr

∣∣∣∣
r=1

2

(
r2
∫
{t=−r2}

|∇w|2G
)

=
∑
i

4⟨Z∂iw, ∂iw⟩+ 2D(1, w)

=
∑
i

4⟨Z∂iw + ∂iw, ∂iw⟩ =
∑
i

4⟨∂iZw, ∂iw⟩ = 4⟨∇Zw,∇w⟩

= 2⟨Zw,Zw⟩ − 4⟨Zw,Hw⟩,
where the last equality follows from Lemma 4.2. □

We now introduce the frequency functions

ϕ(r, w) :=
D(r, w)

H(r, w)
and ϕγ(r, w) :=

D(r, w) + γr2γ

H(r, w) + r2γ
.

Lemma 4.6. Let w ∈ C1,1
x ∩ C0,1

t . Then

d

dr
ϕγ(r, w) ≥ 2

r

(
⟨Zw,Zw⟩r⟨w,w⟩r − ⟨w,Zw⟩2r

)
+
(
2r2⟨w,Hw⟩r

)2
+ Eγ(r, w)(

H(r, w) + r2γ
)2 ,

where
Eγ(r, w) := 2r2⟨w,Hw⟩r

(
D(r, w) + γr2γ

)
− 2r2⟨Zw,Hw⟩r

(
H(r, w) + r2γ

)
.

Proof. By scaling it is enough to compute, for a > 0,

d

dr
ϕγ,a(r, w)

∣∣∣∣
r=1

where ϕγ,a(r, w) :=
D(r, w) + γ(ar)2γ

H(r, w) + (ar)2γ
.

By Lemmas 4.1, 4.3, and 4.5, and by (4.2), we have

A1 :=
d

dr

∣∣∣∣
r=1

(
D(r, w) + γ(ar)2γ

)
= 2⟨Zw,Zw⟩ − 4⟨Zw,Hw⟩+ 2γ2a2γ ,

D(1, w) + γa2γ = ⟨w,Zw⟩ − 2⟨w,Hw⟩+ γa2γ ,

A2 :=
d

dr

∣∣∣∣
r=1

(
H(r, w) + (ar)2γ

)
= 2⟨w,Zw⟩+ 2γa2γ ,

H(1, w) + (ar)2γ = ⟨w,w⟩+ a2γ .

Therefore,

d

dr

∣∣∣∣
r=1

ϕγ,a(r, w) =
A1

(
H(1, w) + a2γ

)
−A2

(
D(1, w) + γa2γ

)(
H(1, w) + a2γ

)2
= 2

X2 + 2⟨w,Hw⟩
(
⟨Zw,w⟩+ γa2γ

)
− 2⟨Zw,Hw⟩

(
⟨w,w⟩+ a2γ

)(
H(1, w) + a2γ

)2 ,

where

X2 :=
(
⟨Zw,Zw⟩+ γ2a2γ

)(
⟨w,w⟩+ a2γ

)
−
(
⟨w,Zw⟩+ γa2γ

)2
≥⟨Zw,Zw⟩⟨w,w⟩ − ⟨w,Zw⟩2 ≥ 0.

Using again (4.2), this gives

d

dr

∣∣∣∣
r=1

ϕγ,a(r, w) ≥ 2

(
⟨Zw,Zw⟩⟨w,w⟩ − ⟨w,Zw⟩2

)
+ 4
(
⟨w,Hw⟩

)2(
H(1, w) + a2γ

)2
+ 2

2⟨w,Hw⟩
(
D(1, w) + γa2γ

)
− 2⟨Zw,Hw⟩

(
H(1, w) + a2γ

)(
H(1, w) + a2γ

)2 .

Applying the previous equality with w replaced by wr = w(r · , r2 · ) and a replaced by r, the lemma
follows. □
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5. Monotonicity formulae for the Stefan problem

Let P denote the set of nonnegative 2-homogeneous polynomials in the x variable —i.e. p = p(x)— which
satisfy ∆p = 1. In particular, such polynomials always satisfy the same equation as the parabolic obstacle
problem.

Remark 5.1. Let p ∈ P. Then, since Hu = χ{u>0} and Hp ≡ ∆p ≡ 1, we have

(u− p)H(u− p) = pχ{u=0} ≥ 0, Z(u− p)H(u− p) = Zpχ{u=0} = 2pχ{u=0} ≥ 0.

Note that the solution u(x, t) that we are considering is defined only for x ∈ B1. However the formulae
given in Section 4 are for function w defined for all x all of Rn. Morally, we would like to apply the formulae
in Section 4 with w replaced by u− p. Since this is not possible, we will instead use make use of the cut-off
function ζ in (2.2) and set w := (u− p)ζ, with w = 0 outside B1/2. However, such w is not a exact solution
and errors coming from this truncation need to be taken into account.

Note that if u is a solution of the parabolic obstacle problem in C1 = B1 × (−1, 0) and p ∈ P, then by
Remark 5.1 we have7

⟨ζ Z(u− p), ζH(u− p)⟩r = 2⟨ζ (u− p), ζH(u− p)⟩r ≥ 0. (5.1)

The following lemma will be useful to control truncation errors, which are exponentially small as r ↓ 0.

Lemma 5.2. Let v ∈ C1,1
x ∩ C0,1

t (C1). Then, for all r ∈ (0, 1/2) we have∣∣⟨ζ v,H(ζv)⟩r − ⟨ζ v, ζHv⟩r
∣∣+ ∣∣⟨Z(ζv),H(ζv)⟩r − ⟨ζ Zv, ζHv⟩r

∣∣ ≤ CM2
v exp

(
− 1

(8r)2

)
,

where
Mv := sup

B1/2×(−1/2,0)
|v|+ |∇v|+ |∂tv|+ |∆v|,

and C depends only on ζ.

Proof. We note that, since ζ = ζ(x),

H(ζv) = ζHv +∆ζ v + 2∇ζ · ∇v and Z(ζv) = ζ Zv + (x · ∇ζ)v.
Thus

⟨ζ v,H(ζv)⟩r =
∫
{t=−r2}

ζ vH(ζv)G =

∫
{t=−r2}

ζ v ζHv G+

∫
{t=−r2}

ζ v (∆ζ v + 2∇v · ∇ζ)G,

and similarly

⟨Z(ζv),H(ζv)⟩r =
∫
{t=−r2}

Z(ζv)H(ζv)G

=

∫
{t=−r2}

ζ Zv ζHv G+

∫
{t=−r2}

(
ζ Zv(∆ζ v + 2∇v · ∇ζ) + (x · ∇ζ) vHv

)
G.

Since ∆ζ, ∇ζ, and Zζ vanish in B1/4, and

G(x,−r2) = 1

(4π)n/2rn
exp

(
− |x|2

4r2

)
≤ Cn exp

(
− 1

(8r)2

)
for |x| ≥ 1

4
,

the lemma follows. □

We next prove the following Weiss’ type monotonicity formula (as well as a useful consequence of it).

Lemma 5.3 (Weiss’-type formula). Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0)
a singular point. Given p ∈ P, set w := (u− p)ζ. Let

Wλ(r, w) := r−2λ
(
D(r, w)− λH(r, w)

)
.

Then:

7From now on, given a function v : C1 → R, the product ζ v will always be seen as a function defined in all Rn × (−1, 0),
where we extended the product by 0 outside of B1.
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(a) For all λ ≥ 2

d

dr
Wλ(r, w) ≥ 2r−2λ−1⟨Zw − λw,Zw − λw⟩2r − Ce−

1
r , ∀ r ∈ (0, 12),

where C > 0 depends only on n, ∥u( · , 0)∥L∞(B1), and λ.

(b) Moreover, W2(0
+, w) = 0 and

D(r, w)− 2H(r, w) ≥ −Ce−
1
r , ∀ r ∈ (0, 12), (5.2)

where C > 0 depend only on n and ∥u( · , 0)∥L∞(B1).

Proof. As we shall see, (b) is a rather direct consequence of (a). We begin with the first part.

• Proof of (a). To compute W ′
λ(r, w) we use Lemmas 4.3 and 4.5, as well as (4.2) (rescaled), to obtain

W ′
λ(r, w) =

1

r2λ

(
D′(r, w)− λH ′(r, w)

)
− 2λ

r
D(r, w) +

2λ2

r
H(r, w)

)
=

2

r2λ+1

(
⟨Zw,Zw⟩r − 2r2⟨Zw,Hw⟩r − λ⟨w,Zw⟩r − λD(r, w) + λ2H(r, w)

)
=

2

r2λ+1

(
⟨Zw,Zw⟩ − 2r2⟨Zw,Hw⟩r − λ⟨w,Zw⟩r − λ(⟨w,Zw⟩r − 2r2⟨w,Hw⟩r) + λ2⟨w,w⟩r

)
=

2

r2λ+1

(
⟨Zw − λw,Zw − λw⟩r + 2r2

{
λ⟨w,Hw⟩ − r2⟨Zw,Hw⟩

})
.

Set w̃ := u− p2, so that w = ζw̃. Using (5.1) (see also Remark 5.1) with p = p2, and by Lemma 5.2 applied
to w̃, we have

λ⟨w,Hw⟩r − ⟨Zw,Hw⟩r = λ⟨ζw̃,H(ζw̃)⟩r − ⟨Z(ζw̃),H(ζw̃)⟩r

≥ λ⟨ζw̃, ζHw̃⟩r − ⟨ζ Zw̃,Hw̃⟩r − Cζ

(
Mw̃

)2
e
− 1

(8r)2 = (λ− 2)⟨ζw̃, ζHw̃⟩r − Ce−
2
r ,

where Mw̃ is defined as in (5.2). Recalling (3.2) and that the cut-off ζ is fixed, it follows that Mw̃ (and

therefore also the constant C above) depends only on n and ∥u( · , 0)∥L∞(B1). Since λ ≥ 2, −r−2λ+1e−
2
r ≥

−Ce−
1
r , and ⟨ζw̃, ζHw̃⟩r ≥ 0 (see Remark 5.1), the conclusion follows.

• Proof of (b). Since (0, 0) is a singular point we have that wr(x) = (u− p)(rx, r2t) = (p2 − p)(rx) + o(r2),
and therefore

W2(0
+, w) = lim

r↓0
W2(1, r

−2wr) =W2(1, p2 − p) = 0.

As a consequence, (5.2) follows by integrating (a) with λ = 2 between 0 and r. □

We can now prove our approximate frequency formula.

Proposition 5.4 (Frequency formula). Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and
(0, 0) a singular point. Given p ∈ P, set w := (u− p)ζ. Then, for all γ ∈ (2,∞) we have

d

dr
ϕγ(r, w) ≥ 2

r

(
⟨Zw,Zw⟩r⟨w,w⟩r − ⟨w,Zw⟩2r

)
+
(
2r2⟨w,Hw⟩r

)2(
H(r, w) + r2γ

)2 − Ce−
1
r , ∀ r ∈ (0, 1),

and

r2⟨w,Hw⟩r ≥ −Ce−
1
r , ∀ r ∈ (0, 1), (5.3)

where C > 0 depends only on n, ∥u( · , 0)∥L∞(B1), and γ.

Proof. First, notice that (5.3) follows from (5.1) and Lemma 5.2.

For the first inequality, since −r−4γe−
2
r ≥ −Ce−

1
r , thanks to Lemma 4.6 it suffices to show that Eγ(r, w) ≥

−Ce−
2
r . In particular, it is enough to prove that

⟨w,Hw⟩r
(
D(r, w) + γr2γ

)
− ⟨Zw,Hw⟩r

(
H(r, w) + r2γ

)
≥ −Ce−

2
r .
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On the one hand, by Lemma 5.3, for γ > 2 and r sufficiently small we have

0 ≤ 1

2
D(r, w) +

γ

2
r2γ −H(r, w)− 2r2γ ≤ C.

Thus, using (5.1) and Lemma 5.2 (as in the proof of Lemma 5.3) we obtain

⟨w,Hw⟩r
(
D(r, w) + γr2γ − 2H(r, w)− 2r2γ

)
≥ −Ce−

2
r .

On the other hand, we similarly have 0 ≤ H(r, w) + r2γ ≤ C, so by using (5.1) and Lemma 5.2 we obtain(
2⟨w,Hw⟩r − ⟨Zw,Hw⟩r

)(
H(r, w) + r2γ

)
≥ −Ce−

2
r .

This finishes the proof. □

We now begin to discuss a series of consequences from the previous bounds. The first observation is that,
as an immediate consequence of (5.2), the following holds:

Lemma 5.5. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0) is a singular point.
Given p ∈ P, set w := (u− p)ζ. Then, for all γ > 2, it holds ϕγ(0+, w) ≥ 2.

We also have the following:

Lemma 5.6. Let u : B1×(−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0) a singular point. Given
p ∈ P, set w := (u− p)ζ, and let γ > 2.

(a) We have
d

dr

H(r, w) + r2γ

r4
≥ −Ce−

1
2r .

(b) Assume ϕγ(0+, w) = λ, and that there exist δ > 0 and R ∈ (0, 1) such that ϕγ(r, w) ≤ λ+ δ
2 for all

r ∈ (0, R). Then

c

(
R

r

)2λ

≤ H(R,w) +R2γ

H(r, w) + r2γ
≤ Cδ

(
R

r

)2λ+δ

,

where c, Cδ > 0 depend only on n, ∥u∥L∞, γ, λ, and (only in the case of Cδ) δ.

Proof. It is a minor modification of the proof of [FRS20, Lemma 4.1]. We define

F (r) :=
2r2⟨w,Hw⟩r
H(r, w) + r2γ

,

and use that, by Proposition 5.4,

d

dr
ϕγ(r, w) ≥ 2

r

(
F (r)

)2 − Ce−
1
r .

In particular, thanks to Lemma 5.5, it follows that

ϕγ(r, w) ≥ 2− Ce−
1
r . (5.4)

In particular, from Lemma 4.3 we have
d
dr (H(r, w) + r2γ)

(H(r, w) + r2γ)
=

2

r

D(r, w) + γr2γ + 2r2⟨w,Hw⟩r
H(r, w) + r2γ

=
2

r
ϕγ(r, w) +

2

r
F (r)

≥ 2

r
ϕγ(r, w)− C

r
e−

1
r ≥ 4

r
− Ce−

1
2r ,

(5.5)

where the first inequality follows from Proposition 5.4, while the second one from (5.4).
Then, (a) is a direct consequence of (5.5). On the other hand, thanks to (5.3), (b) follows exactly as in the

proof of [FRS20, Lemma 4.1(b)], that is, integrating the first line of (5.5) and using the Cauchy-Schwartz

inequality to control
∣∣∣∫ R

r
1
ρF (ρ)dρ

∣∣∣. □

It is well known (see [Bla06]) that the singular set Σ can be split into the following sets:

Σm :=
{
(x◦, t◦) singular point with dim

(
{p2,x◦,t◦ = 0}

)
= m

}
, 0 ≤ m ≤ n− 1. (5.6)

Recall that, as an immediate consequence of [LM15, Theorem 1.9], we have the following.
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Proposition 5.7. Let u ∈ C1,1
x ∩ C0,1

t (B1 × (−1, 1)) solve (3.1). Then πx(Σm) ⊂ B1 can be locally covered
by an m-dimensional C1 manifold.

We next show the following:

Lemma 5.8. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0) ∈ Σm. Given p ∈ P,
set w := (u− p2)ζ.

(a) If 0 ≤ m ≤ n− 2, then ϕγ(0+, w) = 2 for all γ > 2.
(b) If m = n− 1, then ϕγ(0+, w) ≤ 3 for all γ > 3.

Proof. As we shall see, the proofs of the two results are very similar.

• Proof of (a). By Lemma 5.6(b) it is enough to show that if (0, 0) ∈ Σm, with m ≤ n − 2, then for each
ϵ > 0 we have

lim inf
r↓0

∫
Br

|u(·,−r2)− p2|
r2+ϵ

> 0. (5.7)

We will use a subsolution to show that, since (0, 0) is a singular point ant ∂tu > 0 outside of the contact set
{u = 0}, then ∫

∂Br

∂tu(x, t) dx ≥ cϵr
ϵ ∀ t ∈ (−r2, 0). (5.8)

Then using that both u and ∂tu are nonnegative, (5.7) follows immediately by integrating (5.8) with respect
to t.

To show (5.8), set L := {p2 = 0} and define the “parabolic cone”

Cδ :=
{
(x, t) : x ∈ Rn, t < 0, dist(x, L) ≥ δ(|x|+ |t|1/2)

}
.

Note that, since r−2ur − p2 → 0 locally uniformly in Rn × R, for all δ > 0 there exists rδ > 0 such that

Cδ/2 ∩ Crδ ⊂ {u > 0}

(recall that Crδ = Brδ ×(−r2δ , 0)). We now consider the following eigenvalue problem and make the following
claim:

Claim: For any ϵ > 0 there exists δ such that the following holds: There exist N ∈ (0, ϵ) and a positive
N -homogenous function Φ : Rn × (−∞, 0) → (0,+∞) (i.e., Φ(rx, r2t) = rNΦ(x, t) for all r > 0) satisfying

HΦ = 0 in Cδ and Φ = 0 on ∂Cδ.

To prove this, we look for Φ of the form Φ(x, t) = tN/2ϕ(x/t1/2), where ϕ : Rn → R+ solves the following

eigenvalue problem for the Ornstein-Uhlenbeck operator in C̃δ := {xn ≥ δ(|x|+ 1)}:{
LOUϕ+ Nδ

2 ϕ = 0 in C̃δ
ϕ(x) = 0 on ∂C̃δ,

where

LOUϕ(x) := ∆ϕ(x)− x

2
· ∇ϕ(x) = e|x|

2/4div(e−|x|2/4∇ϕ) (5.9)

is the Ornstein-Uhlenbeck operator.
Note that, as δ → 0, the first eigenvalue Nδ small is very close to the first eigenvalue N0 of LOU in the

limiting domain Rn \ L. Also, since dim(L) ≤ n− 2, L has zero harmonic capacity. Therefore, it follows by
the Raleigh quotient characterization

N0

2
= inf

ϕ∈C1
c (Rn\L)

∫
|∇ϕ|2 e−|x|2/4∫
ϕ2 e−|x|2/4 (5.10)

that N0 = 0, hence Nδ can be made arbitrarily small provided we choose δ small enough. This proves the
claim.

We now note that

Cδ ∩ ∂parCrδ ⊂⊂ {u > 0},
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and that ∂tu is positive and supercaloric inside {u > 0}. Hence, we can use Φ as lower barrier to show that

∂tu ≥ cΦ in Crδ ,

for some c > 0, and (5.8) follows.

• Proof of (b). This part is similar to the argument used for (a). However in this case, since dim(L) = n−1,
L is a set of positive harmonic capacity and therefore N0 > 0. By Talenti’s rearrangement (with Gaussian
weights), one can easily show that the infimum in (5.10) is attained by the function |xn|, and thus N0 = 1.
Therefore, in this case we can find a N -homogeneous function Φ as above, but with N ≤ 1 + ϵ. Using this
Φ as lower barrier for ∂tu, we conclude that∫

∂Br

|∂tu|(x, t) dx ≥ cϵr
1+ϵ ⇒ lim inf

r↓0

∫
Br

|u(·,−r2)− p2|
r3+ϵ

> 0

(cp. (5.8)-(5.7)), which leads to ϕ(0+, u− p2) ≤ 3. □

Choosing γ > 3, as a direct consequence of Lemmas 5.8 and 5.6 we obtain the following:

Corollary 5.9. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0) a singular point.
Then, for any δ > 0,

H
(
r, (u− p2)ζ

)
≫ r3+δ as r ↓ 0.

Moreover, the limit limr↓0 ϕ
(
r, (u − p2)ζ

)
exists and equals ϕγ(r, (u − p2)ζ) for any γ > 3. Finally, given

K > 1, there exists CK > 1 such that the following holds:

1

CK
≤ H(r, (u− p2)ζ)

H(θr, (u− p2)ζ)
≤ CK ∀ r ∈ (0, 1), θ ∈ [K−1,K].

6. The 2nd blow-up

After the preliminary results from the previous sections, we now start investigating the structure of “2nd
blow-ups” at singular points, namely, blow-ups of u− p2.

The following lemma gives estimates for the difference of two solutions. Note that both u and p2 satisfy
the same equation Hv = χ{v>0}. Although we will first apply the following lemma to u and p2, we give
a more general version (for difference of approximate solutions) which will be very useful later on in the
paper. Recall that Cr = Br × (−r2, 0).

Lemma 6.1. Let ui : C2 → R, i = 1, 2, solve
Hui = χ{ui>0}(1 + εi(x, t)) in C2

ui ≥ 0

∂tui ≥ 0,

(6.1)

with |εi(x, t)| ≤ ε̄ < 1
100 , and denote w := u1 − u2. Then

∥w∥L∞(C1) ≤ C
(
∥w∥L2(C2) + ε̄

)
(6.2)

and (∫
C1

|∇w|2 + |wHw|+ |∂tw|2
) 1

2

≤ C
(
∥w∥L2(C2) + ε̄

)
, (6.3)

where C is a dimensional constant.

Proof. We first prove (6.2). On the one hand, we note that inside {u1 = 0} it holds

Hw = 1 + ε1 −Hu2 ≥ 1− ε̄− (1 + ε2)χ{u2>0} ≥ −2ε̄, w = −u2 ≤ 0,

therefore w+ = max(0, w) satisfies Hw+ ≥ −2ε̄ in C2. Since (u2 − u1)+ = w−, by symmetry we also have
Hw− ≥ −2ε̄. Thus,

(∆− ∂t)|w| ≥ −2ε̄ in C2,
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so the parabolic Harnack inequality yields

sup
B1×(−1,0)

|w| ≤ Cn

(∫
B2×(−2,0)

|w|+ ε̄

)
≤ Cn

(
∥w∥L2(B2×(−2,0)) + ε̄

)
,

which proves (6.2).
We next prove (6.3). Notice that wHw ≥ −2ε̄|w|, since

(u1 − u2)H(u1 − u2) =


−|u1 − u2|(|ε1|+ |ε2|) ≥ −2ε̄|u1 − u2| if u1 > 0, u2 > 0

u1(1 + ε1 − 0) ≥ 0 if u1 > 0, u2 = 0

−u2(0− 1− ε2) ≥ 0 if u1 = 0, u2 > 0

0 if u1 = 0, u2 = 0.

Similarly ∂twHw ≥ −2ε̄|∂tw|, since

∂t(u1 − u2)H(u1 − u2) =


−|∂t(u1 − u2)|(|ε1|+ |ε2|) ≥ −2ε̄|∂t(u1 − u2)| if u1 > 0, u2 > 0

∂tu1(1 + ε1 − 0) ≥ 0 if u1 > 0, u2 = 0

−∂tu2(0− 1− ε̄2) ≥ 0 if u1 = 0, u2 > 0

0 if u1 = 0, u2 = 0.

On the one hand, choosing

η̃ = η̃(x) ∈ C∞
c (B5/3) nonnegative and such that η̃ ≡ 1 in B4/3, (6.4)

we obtain

d

dt

∫
B2×{t}

w2η̃ + 2

∫
B2×{t}

(wHw + |∇w|2)η̃ =

∫
B2×{t}

∆(w2)η̃ =

∫
B2×{t}

w2∆η̃ ≤ C

∫
B5/3×{t}

w2.

Integrating in t the last inequality, and recalling that wHw ≥ −2ε̄|w|, using (6.4) we obtain∫ 0

−3/2

(∫
B4/3×{t}

(
|wHw|+ |∇w|2

))
dt ≤ Cn sup

t∈(−3/2,0)

∫
B5/3×{t}

(
|w|2 + ε̄|w|

)
.

Now from the L∞ estimate in Step 1 (plus a standard covering argument, to obtain a control in C3/2 instead
of C1), we obtain that

sup
t∈(−3/2,0)

∫
B5/3×{t}

(
|w|2 + ε̄|w|

)
≤ Cn

(
∥w∥L2(C2) + ε̄

)2
,

and therefore ∫ 0

−3/2

(∫
B4/3×{t}

(
|wHw|+ |∇w|2

))
dt ≤ Cn

(
∥w∥L2(C2) + ε̄

)2
. (6.5)

On the other hand, choosing now η = η(x) ∈ C∞
c (B4/3) such that η ≡ 1 in B1, and using Hw(∂tw) ≥

−2ε̄|∂tw|, for any M > 0 we have

2

∫
B2×{t}

(∂tw)
2η2+

d

dt

∫
B2×{t}

|∇w|2η2 = 2

∫
B2×{t}

(∂tw)
2η2 +

∫
B2×{t}

2∇w · (∇∂tw)η2

=

∫
B2×{t}

(
2(∂tw −∆w)(∂tw)η

2 − 4∂tw∇w · ∇η η
)

≤
∫
B2×{t}

(
4ε̄|∂tw|η2 + 2M |∇w|2|∇η|2 + 2

M
(∂tw)

2η2
)
.

Since 4ε̄|∂tw| ≤ Cε̄2 + 1
2 |∂tw|

2, choosing M = 4 and using that η is supported in B4/3, we obtain∫
B1×{t}

(∂tw)
2η2 +

d

dt

∫
B2×{t}

|∇w|2η2 ≤ Cn

(∫
B4/3×{t}

|∇w|2 + ε̄2
)
.



18 ALESSIO FIGALLI, XAVIER ROS-OTON, AND JOAQUIM SERRA

Multiplying this inequality by a nonnegative smooth function ψ ∈ C∞
c ((−3/2, 0]) such that ψ|[−1,0] ≡ 1, and

integrating over [−3/2, 0], we get∫
C1

(∂tw)
2η2 ≤

∫ 3/2

0

(∫
B1

(∂tw)
2η2
)
ψ(t) dt

≤
∫ 3/2

0

(∫
B2×{t}

|∇w|2η2
)
ψ′(t) dt+ Cn

[ ∫ 3/2

0

(∫
B4/3

|∇w|2
)
ψ(t) dt+ ε̄2

]
≤ Cn

[ ∫ 3/2

0

(∫
B4/3

|∇w|2
)
dt+ ε̄2

]
.

Combining this bound with (6.5), the result follows. □

As a consequence, we find:

Corollary 6.2. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), (0, 0) a singular point, and let
w := u− p2. Then, for all r ∈ (0, 1),

∥wr∥L∞(C1) + ∥∂twr∥L∞(C1) + ∥∇wr∥L2(C1) + ∥∇∂twr∥L2(C1) ≤ C∥wr∥L2(C2).

Also, for all e ∈ {p2 = 0} ∩ Sn−1, we have

∥∇∂ewr∥L2(C1) ≤ C∥wr∥L2(C2).

The constant C depends only on n and ∥u∥L∞.

Proof. We apply Lemma 6.1 with u1 = r−2ur, u2 = p2, and ε̄ = 0, to obtain

∥wr∥L∞(C1) + ∥∂twr∥L2(C1) + ∥∇wr∥L2(C1) ≤ C∥wr∥L2(C2).

Now, to prove the L∞ bound on ∂twr we observe that ∂t(u−p2) = ∂tu ≥ 0 and H∂t(u−p2) = ∂tχ{u>0} ≥ 0.
Hence ∂twr is nonnegative and subcaloric, and therefore the weak Harnack inequality implies that

∥∂twr∥L∞(C1/2) ≤ Cn∥∂twr∥L1(C1) ≤ Cn∥∂twr∥L2(C1).

Also, since (∂twr)H(∂twr) ≥ 0, similarly to (6.5) (replacing w by ∂twr) we obtain

∥∇∂twr∥L2(C1/2)
≤ C∥∂twr∥L2(C1) ≤ C∥∂twr∥L∞(C1) ≤ C∥wr∥L2(C2).

By a covering argument we can replace C1/2 by C1, the first part of the corollary follows.
Finally, given e ∈ {p2 = 0}, since ∂ep2 ≡ 0 we obtain that ∂ewr = 0 on {u = 0} and that H∂ewr = 0 in

{u > 0}. This yields ∂ewrH∂ewr = 0, and arguing as before we obtain

∥∇∂ewr∥L2(C1/2)
≤ C∥∂ewr∥L2(C1) ≤ C∥∇wr∥L2(C1) ≤ C∥wr∥L2(C2).

Again by a covering argument we can replace C1/2 by C1, which concludes the proof. □

The next lemma will be very useful in the sequel. We recall that ζ denotes the cut-off function defined in
Section 2.7.

Lemma 6.3. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), (0, 0) a singular point, and let
w := u− p2. Then, for all r ∈ (0, 1) we have

1

C
H(r, wζ)1/2 ≤ ∥wr∥L2(C1) ≤ CH(r, wζ)1/2,

for some constant C > 1 depending only on n and ∥u∥L∞.

To prove Lemma 6.3, we will use the following simple consequence of the Gaussian log-Sobolev inequality.

Lemma 6.4. Let f : Rn → R satisfy∫
Rn

f2dm = 1 and

∫
Rn

|∇f |2dm ≤ 4,
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where dm = G(x,−1)dx = 1
(4π)n/2 exp

(
− |x|2

4

)
dx is the Gaussian measure. Then, for some dimensional

R◦ > 0, we have ∫
BR◦

f2dm ≥ 1

2
.

Proof. Given λ large (to be fixed later), choose R◦ so that

λ

∫
Rn\BR◦

dm ≤ 1

4
.

By assumption ∫
BR◦

f2dm+

∫
Rn\BR◦

f2χ{f2≤λ}dm+

∫
Rn\BR◦

f2χ{f2>λ}dm = 1.

Suppose now, by contradiction, that
∫
BR◦

f2dm < 1/2. Since∫
Rn\BR◦

f2χ{f2≤λ}dm ≤ λ

∫
Rn\BR◦

dm ≤ 1

4
,

we have ∫
Rn\BR◦

f2χ{f2>λ}dm ≥ 1

4
. (6.6)

Recall the Gaussian log-Sobolev inequality:∫
Rn

F 2 logF 2dm ≤
∫
Rn

|∇F |2dm+

(∫
Rn

F 2dm

)
log

(∫
Rn

F 2dm

)
.

To reach a contradiction, we apply this inequality to F := |f |χ{|f |>e1/2}. Indeed, since |∇F | ≤ |∇f |,
log(F 2) ≥ 1, F 2 ≤ e+ f2, and F = f inside {f2 ≥ λ}, we get

log λ

∫
Rn\BR◦

f2χ{f2>λ}dm ≤
∫
Rn\BR◦

F 2 log(F 2)χ{f2>λ}dm ≤
∫
Rn

F 2 logF 2dm

≤
∫
Rn

|∇F |2dm+

(∫
Rn

F 2dm

)
log

(∫
Rn

F 2dm

)
≤
∫
Rn

|∇f |2dm+

(
e+

∫
Rn

f2dm

)
log

(
e+

∫
Rn

f2dm

)
≤ 4 + (e+ 1) log(e+ 1).

Combining this bound with (6.6), we get

log λ ≤ 16 + 4(e+ 1) log(e+ 1),

a contradiction if λ is chosen large enough. □

We can now prove Lemma 6.3.

Proof of Lemma 6.3. We divide the proof into three steps.

• Step 1. We first show that
1

C
H(r, wζ)1/2 ≤ ∥wr∥L2(C2R◦ )

, (6.7)

where R◦ is the dimensional constant from Lemma 6.4.

Let w̃r :=
(wζ)r

H(r,wζ)1/2
. Since ϕ(r, wζ) ≤ 4 for r small, we have∫

{t=−1}
(w̃r)

2G = 1 and

∫
{t=−1}

|∇w̃r|2G ≤ 4.

Then, using Lemma 6.4 we obtain ∫
{|x|≤R◦, t=−1}

(w̃r)
2G ≥ 1

2
.
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Replacing r by θ1/2r with θ ∈ (1, 4), by scaling we obtain∫
{|x|≤2R◦, t=−θ}

(w̃r)
2G ≥ 1

2
.

Hence, after integrating with respect to θ ∈ (1, 4), we find∫
{|x|≤2R◦, −4≤t≤−1}

(w̃r)
2G ≥ 1

C
.

Since {|x| ≤ 2R◦, −4 ≤ t ≤ −1} ⊂ C2R◦ , (6.7) follows.

• Step 2. We now prove that, for any given M > 1, there exists a constant CM ≥ 1, depending only on n
and M , so that the following holds for all r ∈ (0, 14):

∥wr∥L2(C1) ≥ CMH(r, wζ)1/2 ⇒ ∥w2r∥L2(C1) ≥M∥wr∥L2(C1). (6.8)

To prove this, note that the L∞ estimate from Corollary 6.2 gives

∥wr∥L∞(C1) ≤ C◦∥wr∥L2(C2),

where C◦ is dimensional. Therefore, whenever ∥w2r∥L2(C1) ≤M∥wr∥L2(C1), we have

∥wr∥L∞(C1) ≤ C◦∥wr∥L2(C2) = 2n+2C◦∥w2r∥L2(C1) ≤ 2n+2C◦M∥wr∥L2(C1).

In particular, for any τ > 0 small, we have∫
{x∈B1,−1<t<−τ}

w2
r ≥

∫
{x∈B1,−1<t<0}

w2
r − τ∥wr∥2L∞(C1)

≥ (1− τ22n+4C2
◦M

2)∥wr∥2L2(C1)
.

Choosing τ := (22n+5C2
◦M

2)−1 and using that G ≥ cτ > 0 inside {x ∈ B1,−1 < t < −τ}, we get

1

2
∥wr∥2L2(C1)

≤
∫
{x∈B1,−1<t<−τ}

w2
r ≤ C1

∫
{x∈B1,−1<t<−τ}

w2
rG ≤ C2

∫ 1

τ
H(θ2r, wζ)dθ.

Since the last term can be bounded by C3H(r, wζ) (thanks to Corollary 5.9), this proves the contrapositive

of (6.8) with CM = (2C3)
1/2.

• Step 3. We now conclude the proof of the lemma combining Steps 1 and 2.
First, (6.7) rescaled yields

1

C
H(c◦r, wζ)

1/2 ≤ ∥wr∥L2(C1),

where c◦ =
1

2R◦
, that combined with H(c◦r, wζ)

1/2 ≥ 1
CH(r, wζ)1/2 (see Corollary 5.9) gives

1

C
H(r, wζ)1/2 ≤ ∥wr∥L2(C1).

This proves the first inequality in the statement.
To prove the second inequality, assume by contradiction that ∥wr∥L2(C1) ≥ CMH(r, wζ)1/2, with CM ≥ 1

as in (6.8) and M large enough to be chosen. Then, by (6.8),

∥w2r∥L2(C1) ≥M∥wr∥L2(C1) ≥MCMH(r, wζ)1/2.

Let N > 1 be a large constant to be fixed. Since H(r, wζ)1/2 ≥ C−1
4 H(2r, wζ)1/2 (by Corollary 5.9), choosing

M = NC4 we obtain

∥w2r∥L2(C1) ≥ NCMH(2r, wζ)1/2.

This allows us to apply again (6.8) (with the same M) and with r replaced by 2r, and we obtain

∥w4r∥L2(C1) ≥M∥w2r∥L2(C1) ≥MNCMH(2r, wζ)1/2 ≥MNCMC
−1
4 H(4r, wζ)1/2 = N2CMH(4r, wζ)1/2.

Iterating this argument ℓ times, this yields

∥w2ℓr∥L2(C1) ≥ N ℓCMH(2ℓr, wζ)1/2
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Choosing ℓ such that 1
8 ≤ 2ℓr ≤ 1

4 , and using that at scales of order 1 both quantities ∥w2ℓr∥L2(C1) and

H(2ℓr, wζ)1/2 are comparable to 1, we obtain

C ≥ N ℓCM ≥ N ℓ,

a contradiction if N is chosen large enough. □

The following Lipschitz estimate for the rescaled difference u− p2 will be useful in the sequel. We recall
that wr has been defined in (2.1), while Σn−1 is defined as in (5.6).

Lemma 6.5. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and (0, 0) ∈ Σn−1. Then, given
R ≥ 1, for all r ∈

(
0, 1

10R

)
and e ∈ Sn−1 ∩ {p2 = 0}, we have

sup
C1

(
(∂eewr)− + |∂twr|+ |∇wr|

)
≤ C∥wr∥L2(C2),

for some constant C depending only on n, ∥u( · , 0)∥L∞(B1), and R.

Proof. Given a function f : Rn → R, a vector e ∈ Sn−1, and h ∈ (0, 1), let

δ2e,hf :=
f( · + he, · ) + f( · − he, · )− 2f

h2
and δt,hf :=

f
(
· , ·+ h

)
− f

h
.

Note that, for e ∈ {p = 0} ∩ Sn−1, we have δ2e,hp ≡ 0. Thus, since Hu = 1 outside of {u = 0} and Hu ≤ 1

in B1 × (−1, 0) we have

H
(
δ2e,hw

)
=

Hu
(
· +he, ·

)
+Hu

(
· −he, ·

)
− 2Hu

h2
≤ 0 in {u > 0}.

Similarly,

H
(
δt,hw

)
≤ 0 and H

(
δt,−hw

)
≤ 0 in {u > 0}.

On the other hand, since u ≥ 0, we have

δ2e,hw = δ2e,hu( · ) ≥ 0 and δt,±hw = δt,±hu( · ) ≥ 0 inside {u = 0}.

As a consequence, the negative part of the second order incremental quotient (δ2e,hwr)− is subcaloric, and

so is its limit (∂2eewr)− (recall that u ∈ C1,1
x ∩ C0,1

t , and thus (δ2e,hwr)− → (∂2eewr)− and a.e. as h → 0).

Similarly, both (δtwr)− and (−δtwr)− are subcaloric, and thus so is |∂twr|.
Therefore, by weak Harnack inequality (see Lemma 3.6), for any ε > 0 we have

sup
C4/3

(
|∂twr|+ (∂2eewr)−

)
≤ Cn

(∫
C5/4

(|∂twr|+ |∂eewr|)ε
)1/ε

.

Also, by standard interpolation inequalities, the Lε norm with ε < 1 can be controlled by the weak L1 norm,
namely (∫

C5/4

(|∂twr|+ |∂eewr|)ε
)1/ε

≤ C(n,R) sup
θ>0

θ
∣∣{(|∂twr|+ |∂eewr|) > θ

}
∩ C5/4

∣∣.
Furthermore, by the parabolic Calderón-Zygmund theory (see Theorem 3.5), the right hand side above is
controlled by

∥Hwr∥L1(C5/3)
+ ∥wr∥L1(C5/3)

.

In addition, since Hwr ≤ 0 in C5/3, the norm ∥Hwr∥L1(C5/3)
is controlled by the L1 norm of wr inside C2:

indeed, if χ is a smooth nonnegative cut-off function that is equal to 1 in C5/3 and vanishes outside C2, then
integration by parts gives

∥Hwr∥L1(C5/3)
≤ −

∫
C2

χHwr = −
∫

C2

(∆ + ∂t)χwr ≤ Cn

∫
C2

|wr| ≤ ∥wr∥L2(C2).

This proves that

sup
C4/3

(
|∂twr|+ (∂2eewr)−

)
≤ Cn∥wr∥L2(C2). (6.9)
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Finally, since {p2 = 0} is (n−1)-dimensional (recall (0, 0) ∈ Σn−1), as a consequence of (6.9) and (∆−∂t)wr ≤
0 we deduce that

∂e′e′wr ≤ C∥wr∥L2(C2) in C4/3, where e′ ∈ {p = 0}⊥ with |e′| = 1.

The above semiconcavity estimate, combined with the semiconvexity bound in (6.9), implies the desired
uniform bound on ∥∇wr∥L∞(C1). □

As a consequence of the previous lemma, we get the following result (recall that, as a consequence of
Lemma 5.8 and Corollary 5.9, we know that ϕ(0+, wζ) ∈ [2, 3]).

Proposition 6.6. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), (0, 0) ∈ Σn−1, and set
w := u− p2 and λ2nd := ϕ(0+, wζ) ∈ [2, 3]. Then

{u(· , t) = 0} ∩Br ⊂
{
x : dist(x, {p2 = 0}) ≤ Crλ

2nd−1
}

(6.10)

for all r ∈ (0, 1/2) and t ≥ −r2. In addition, the constant C depends only on n and ∥u( · , 0)∥L∞(B1).

Proof. As a consequence of Lemmas 5.6 and 6.5 we obtain

∥∇u−∇p2∥L∞(Br×{−r})) ≤ Crλ
2nd−1.

Thus, on {u = 0} ∩
(
Br ×{−r2}

)
we have |∇p2(x)| =

∣∣dist(x, {p2 = 0})
∣∣ ≤ Crλ

2nd−1. Since {u = 0} shrinks
with time, we obtain (6.10). □

Using the previous results, we can now prove the following:

Proposition 6.7. Let u : B1 × (−1, 1) → [0,∞) be a solution of (3.1), and (0, 0) be a singular point. Let
w := u− p2, m := dim({p2 = 0}) ∈ {0, 1, 2, . . . n− 1}, λ2nd := ϕ(0+, wζ), and define

w̃r :=
(u− p2)r

H
(
r, (u− p2)ζ

) . (6.11)

Then, for every sequence rk ↓ 0 there is a subsequence rkℓ such that

w̃rkℓ
→ q and ∇w̃rkℓ

⇀ ∇q in L2
loc(Rn × (−∞, 0])

as ℓ→ ∞, where q ̸≡ 0 is a λ2nd-homogeneous function. Moreover, for any e unit vector tangent to {p2 = 0},
the following “growth estimates” hold:

sup
CR

(
|W |+R2|∂tW |

)
+

( ∫
CR

R2|∇W |2 +R4|∇∂eW |2 +R6|∇∂tW |2
) 1

2

≤ CδR
λ2nd+δ (6.12)

with W = w̃rkℓ
(for all R satisfying 1 ≤ R≪ r−1

kℓ
) and for W = q (for all R ≥ 1).

In addition, we have:

(a) If 0 ≤ m ≤ n− 2 then λ2nd = 2, and —in some appropriate coordinates—

p2(x) =
1

2

n∑
i=m+1

µix
2
i and q(x, t) = At+ ν

n∑
i=m+1

x2i −
m∑
j=1

νjx
2
j , (6.13)

where µi > 0, ν and A are nonnegative, and A− 2(n−m)ν + 2
∑m

j=1 νj = 0.

(b) If m = n− 1 then w̃rkℓ
→ q in C0

loc(Rn × (−∞, 0]), λ2nd ∈ [2 +α◦, 3] for some dimensional constant

α◦ > 0, and q solves the parabolic thin obstacle problem
Hq ≤ 0 and qHq = 0 in Rn × (−∞, 0)

Hq = 0 in Rn × (−∞, 0) \ {p2 = 0}
q ≥ 0 on {p2 = 0}
∂tq ≥ 0 in Rn × (−∞, 0).

(6.14)
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Proof. Given rk ↓ 0, by the H1 space-time estimates of Corollary 6.2 we obtain (up to subsequence)

w̃rk → q and (∇, ∂t)w̃rk ⇀ (∇, ∂t)q in L2
loc

(
Rn × (−∞, 0]

)
,

for some q ∈ L2
loc((−∞, 0], H1

loc(Rn)). Moreover, since ϕ(rk, wζ) ≤ C we have
∫
{t=−1}

∣∣∇(w̃ζ)rk
∣∣2G ≤ C,

from which (by lower semicontinuity) it follows that
∫
{t=−1} |∇q|

2G ≤ C.

Furthermore, by Lemma 5.6(b) applied with γ = 4, Lemma 6.3 combined with Corollary 6.2 implies the
validity of the “growth estimates” (6.12) for W = w̃rk , for all R satisfying 1 ≤ R ≪ r−1

k . Taking the limit
as k → ∞, since all the seminorms in the estimates are lower semicontinuous, we obtain that (6.12) holds
also W = q (for all R ≥ 1). It is also easy to see, using the monotonicity of the frequency in Proposition
5.4, that q is λ2nd-homogeneous.

Let us show that, in addition, q satisfies∫
{t=−1}

(p2 − p)q Gdx ≥ 0 for all p ∈ P. (6.15)

Indeed, for any fixed p ∈ P, Lemma 5.6(a) gives

1

r4
(H
(
r, (u− p)ζ

)
+ r8

)
+ Ce−c/r ≥ lim

r↓0

1

r4
(H
(
r, (u− p)ζ

))
,

and therefore ∫
{t=−1}

(
r−2ur − p)ζr

)2
G+ Cr4 ≥

∫
{t=−1}

(p2 − p)2G.

This allows us to proceed exactly as in the proof of [FS17, Lemma 2.11] (with obvious modifications), and
(6.15) follows.

Now in order to conclude the proof, we consider two cases.

(a) Ifm ≤ n−2 then wrk ∈ H1
loc it is caloric outside of an infinitesimal neighborhood of {p2 = 0}×(−∞, 0).

Since dim({p2 = 0}) ≤ n− 2 which has zero capacity, we deduce that Hq ≡ 0 in all of Rn × (−∞, 0). Also,
by Lemma 5.8(a) we know that λ2nd = 2. Then, using that ∂tq ≥ 0 and (6.15), we easily conclude that q
must be of the form (6.13).

(b) If m = n − 1, then by Lemma 5.8(b) we have λ2nd ∈ [2, 3]. Moreover, using the Lipschitz estimate
in Lemma 6.5, we deduce that (up to subsequence) w̃rk → q locally uniformly in Rn × (−∞, 0). Clearly
∂tq ≥ 0 (since ∂tw̃rk ≥ 0). Moreover, q is a solution of (6.14) because Hwrk ≤ 0 implies Hwrk ⇀

∗ Hq ≤ 0
as measures, and thus wrkHwrk ≥ 0 implies qHq ≥ 0. Also, Hq ≤ 0 is supported on {p2 = 0} where q ≥ 0
(since on {p2 = 0} we have wrk = urk ≥ 0).

Now, we notice that there are no 2-homogeneous solutions q to (6.14) and satisfying (6.15) (see [FS17,
Proposition 2.10] for a very similar argument), and therefore it must be λ2nd > 2. Finally, the fact that
λ2nd ≥ 2+α◦ can be proved either by compactness, or using [Shi20, Proposition 9] to deduce that there are
no λ-homogeneous solutions to (6.14) for λ ∈ (2, 2 + α◦). □

7. The set Σ<3
n−1

Let us define the sets

Σ<3
n−1 :=

{
(x◦, t◦) ∈ Σn−1 : ϕ

(
0+, u(x◦ + · , t◦ + · )− p2,x◦,t◦

)
< 3
}

(7.1)

and
Σ=3
n−1 := Σn−1 \ Σ<3

n−1. (7.2)

In this section we investigate the structure of the possible blow-ups q at points of Σ<3
n−1. We start proving

the following .

Lemma 7.1. Let (0, 0) ∈ Σ<3
n−1 with p2 = 1

2x
2
n. Let w̃r be defined by (6.11) and suppose that w̃rk ⇀ q in

W 1,2
loc (R

n × (−∞, 0]), for some sequence rk ↓ 0. Then:

(i) q is λ2nd-homogeneous, where λ2nd ∈ (2, 3), and
∫
{t=−1} q

2G = 1;

(ii) q satisfies the growth estimates in (6.12);
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(iii) q is a solution of (6.14);
(iv) ∂tq ̸≡ 0;
(v) ∂eeq ≥ 0 in Rn for all e ∈ {xn = 0} and ∂ttq ≥ 0 in Rn.

In the proof of Lemma 7.1(iv) we will use the following result, which gives a classification of all convex
solutions to the Signorini problem. (Notice that, previously, this was only known for homogeneities λ ≤ 2.)

Lemma 7.2. Let q = q(x) be a λ-homogeneous solution of the elliptic Signorini problem, namely

∆q ≤ 0 and q∆q = 0 in Rn, ∆q = 0 on {xn ̸= 0}, q ≥ 0 on {xn = 0}.

Assume in addition that q is convex with respect to all directions parallel to {xn = 0}. Then, either λ = 3/2,
or q is a harmonic polynomial and λ is an integer.

Proof. Since q is homogeneous and convex with respect to the first n− 1 variables, this implies that the set
K := {q = 0} ⊂ {xn = 0} is convex. Now, if K has empty interior as a subset of {xn = 0}, then it will be
contained in a (n − 2)-dimensional subspace, so it follows form a standard capacity argument that q must
be harmonic in all of Rn. Hence, q is a homogenous harmonic polynomial and λ will be an even integer.
On the other hand, if K = {xn = 0}, then q would be an odd harmonic polynomial and λ will be an odd
integer.

Consider now the case when K ̸= {xn = 0} has non-empty interior inside {xn = 0}. Up to replacing
q(x′, xn) by q(x

′, xn) + q(x′,−xn), we may assume that q is even. Pick a direction e ∈ Sn−1 ∩ {xn = 0} such
that −e ∈ int(K). Then, for any point z′ ∈ Rn−1 we have (z′, 0)− et ∈ K for t > 0 large enough. We claim
that this implies that ∂eq ≥ 0 in all Rn. Indeed, if it was ∂eq(z) < 0 at some point z = (z′, zn) with zn > 0
then, by convexity of q in the direction e = (e′, 0), we would have

q(z′ − se′, zn) ≥ q(z′, zn)− ∂eq(z
′, zn)s for all s > 0.

Hence, q(z′ − s◦e
′, zn) > 0 for s = s◦ sufficiently large. However, since (z − s◦e

′, 0) ∈ K, then (recall that q
is even)

q(z − s◦e
′, 0) = 0 and ∂nq(z − s◦e

′, 0+) ≤ 0.

Since ∆q ≤ 0 and ∂iiq ≥ 0 for all i ≤ n− 1 we have that q is concave in the variable xn, a contradiction.
Once we have shown that ∂eq ≥ 0 in all Rn for all e ∈ −int(K), we can use the argument from [CRS17,

RS17] in order to classify blow-ups. Indeed, we look at two different directions in the monotonicity cone, e
and e′, and observe that ∂eq|Sn−1 and ∂e′q|Sn−1 are both positive harmonic functions in the same cone, and
they both vanishing on the boundary. Therefore, by uniqueness of positive harmonic functions in cones, one
must be a multiple of the other. This argument, applied to n−1 independent directions of the monotonicity
cone, leads to the fact that q depends only on two euclidean variables, namely, xn and a linear combination
of x1, . . . , xn−1. One then reduces the classification problem to the well-known situation of R2, in which
all homogeneous solutions are explicit and the only convex ones have homogeneity 3/2. This concludes the
proof. □

We can now prove Lemma 7.1.

Proof of Lemma 7.1. Note that (i)-(iii) follow from Proposition 6.7.
To show (iv), we recall that, by Proposition 3.7, we have

(D2u)− ≤ C ∂tu.

Hence, if e ∈ {xn = 0}, (
∂ee(u− p2)

)
− = (∂eeu)− ≤ C ∂tu = C ∂t(u− p2),

and, as a consequence,

(∂eew̃r)− ≤ C ∂tw̃r, and thus (∂eeq)− ≤ C ∂tq. (7.3)

Assume now by contradiction that ∂tq ≡ 0. Then q = q(x) is convex with respect to all directions in
{xn = 0}. However, using Lemma 7.2, we obtain a contradiction with the fact that, by assumption, q is
homogeneous of degree λ ∈ (2, 3).
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We now prove (v). By differentiating (6.14) with respect to t, and using that q is homogeneous and ∂tq
is continuous [DGPT13], it follows that φ1 := ∂tq(x,−1) solves

LOUφ1 = λ1φ1 in Rn \
(
{xn = 0} ∩ {q = 0}

)
, φ1 = 0 on {xn = 0} ∩ {q = 0}, (7.4)

where λ1 := λ2nd−2
2 , and LOU is as in (5.9). Let dm = G(x,−1)dx be the Gaussian measure. Since φ1

belongs to H1(Rn, dm) (as a consequence of the estimates in (6.12)), then φ1 must be the first eigenfunction
of LOU , and λ1 the first eigenvalue.

Also, as shown in the beginning of the proof of Lemma 6.5, the function
(
∂ee(u− p2)

)
− ≥ 0 is subcaloric.

Therefore, fr := (∂eew̃r)− satisfies fr Hfr ≥ 0, and we obtain (cp. (6.5))

R2

∫
CR

|∇fr|2 ≤ Cn

∫
C2R

f2r .

Since fr ≤ C ∂tw̃r (by (7.3)), the estimates in (6.12) yield(
R2

∫
CR

|∇(∂eew̃r)−|2
) 1

2

≤ C

( ∫
C2R

|∂tw̃r|2
) 1

2

≤ CδR
λ2nd+δ−2. (7.5)

Set ψ :=
(
∂eeq(x,−1)

)
−. Then, ψ is a (λ2nd− 2)-homogeneous nonnegative subsolution of (7.4). Also, since

w̃rk → q in L2
loc, it follows by (7.5) that ψ belongs to H1(Rn, dm). By uniqueness of the first eigenfunction

and its characterization via the Rayleigh quotient, it follows that ψ is a nonnegative multiple of φ1.
We claim that ψ ≡ 0. Indeed, since φ1 is the first eigenfuction, it is positive everywhere (except on

the boundary). Hence, if by contradiction ψ is not zero everywhere, then we get (∂eeq(x,−1)
)
− > 0 in

Rn \
(
{xn = 0} ∩ {q(x,−1) = 0}

)
, and in particular ∂eeq < 0 on {xn = 0} \ {q(x,−1) = 0}. However, since

q = |∇q| = 0 on {xn = 0}∩∂{q(x,−1) = 0}, this contradicts the fact that q ≥ 0 on {xn = 0}. Hence ψ ≡ 0,
or equivalently ∂eeq ≥ 0, as desired.

Finally, to show that ∂ttq ≥ 0, we recall that, thanks to Proposition 3.4, we have

∂tt(u− p2) = ∂ttu ≥ −C.

After scaling, we obtain

∂ttw̃r ≥ −C r4

H
(
r, (u− p2)ζ

)1/2 = o(1) as r ↓ 0,

and letting r → 0 the result follows. □

We can now prove a “dimension reduction” lemma for the set Σ<3
n−1. We say that a set of points {yi}i∈I

has rank at most m if, for any finite subset {yij}1≤j≤N , it holds span(yi1 , . . . , yiN ) ≤ m.

Lemma 7.3. Let (0, 0) ∈ Σ<3
n−1 with p2 = 1

2x
2
n, let w̃r be defined as in (6.11), and suppose that w̃rk → q

in L2
loc(Rn × (−∞, 0]), for some sequence rk ↓ 0. Suppose in addition that (x

(j)
k , t

(j)
k )j∈I are sequences of

singular points with t
(j)
k ≥ 0 such that y

(j)
k :=

x
(j)
k
rk

→ y
(j)
∞ ̸= 0. Then y

(j)
∞ ∈ {xn = 0}, and the set

{
y
(j)
∞
}
j

has rank at most n− 2.

Before giving the proof of Lemma 7.3 we need a couple of auxiliary lemmas.

Lemma 7.4. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1). Then:
(a) The singular set is closed —more precisely Σ ∩Bϱ is closed for any ϱ < 1. Moreover,

Σ ∩Bϱ ∋ (xk, tk) → (x∞, t∞) ⇒ p2,xk,tk → p2,x∞,t∞ .

(b) The function

Σ ∋ (x◦, t◦) 7→ ϕ(0+, u(x◦ + · , t◦)− p2,x◦,t◦)

is upper semi-continuous.
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Proof of Lemma 7.4. (a) In [Caf77], Caffarelli proved that the regular set is relatively open inside the free
boundary, hence the singular set is closed. Moreover, it follows from Lemma 5.6(a) that p2,xk,tk → p2,x∞,t∞

whenever (xk, tk) → (x∞, t∞) (cp. [Fig18b, Theorem 8.1]).
(b) Fixed γ > 3, this follows from the (almost) monotonicity of the frequency ϕγ and Corollary 5.9. □

Lemma 7.5. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), (xk, tk) ∈ Σ, and assume that
(xk, tk) → (0, 0) ∈ Σ . Also, assume that tk ≥ −C ′|xk|2 for some C ′ > 0. Then

dist
(

xk
|xk| , {p2 = 0}

)
→ 0 as k → ∞.

Proof. Let rk := |xk|, yk := xk/rk, and sk := tk/r
2
k . We know that Uk := r−2

k urk converges locally uniformly
to p2 as k → ∞. Moreover, since Uk has a singular point at (yk, sk) and Uk is increasing in time, it follows
that Uk(yk, s) = 0 for all s ≤ sk. In particular, thanks to our assumption, Uk(yk,−C ′) = 0. This implies
that, for any accumulation point y∞ of {yk}, we must have p2(y∞) = 0. The lemma follows. □

We can now prove Lemma 7.3.

Proof of Lemma 7.3. The fact that y
(j)
∞ ∈ {xn = 0} follows from Lemma 7.5. Also, since (x

(j)
k , t

(j)
k ) is a

singular point, we have u(x
(j)
k , t

(j)
k ) = 0. Hence, since tk ≥ 0 and u is increasing in time, we deduce that

(u− p2)(x
(j)
k , t) ≤ 0 for all t ≤ 0, and therefore

w̃rk(y
(j)
k , t) ≤ 0 for all t ≤ 0.

Since w̃rk → q locally uniformly, it follows that q(y
(j)
∞ , t) ≤ 0, but since y

(j)
∞ ∈ {xn = 0} (where q is

nonnegative, see (6.14)), it must be

q(y(j)∞ , t) ≡ 0 for all t ≤ 0.

Now, the fact that q is homogeneous, monotone in t, and convex with respect to the first n − 1 variables

(see Lemma 7.1), implies that the cone K ⊂ {xn = 0} generated by y
(j)
∞ (i.e., K ⊂ Rn) is contained inside

{q(·, t) = 0} ∩ {xn = 0} for all t ≤ 0. Notice also that, since q is homogeneous of degree λ2nd ∈ (2, 3), then
it is even in the xn direction.

Assume now by contradiction that the rank of
{
y
(j)
∞
}
j
is n − 1. Then K has non-empty interior inside

{xn = 0}. In particular, if we pick a direction e ∈ Sn−1 ∩ {xn = 0} such that −e ∈ int(K), then for any
point z′ ∈ Rn−1 we have (z′, 0)− se ∈ K for s > 0 large enough.

Set q̂(x) := q(x,−1). We claim that

∂eq̂ ≥ 0 inside Rn

for any such direction e. Indeed, suppose by contradiction that ∂eq̂(z) < 0 at some point z = (z′, zn) with
(with no loss of generality) zn > 0. Then, by convexity of q in the direction e = (e′, 0), we have

q̂(z′ − se′, zn) ≥ q̂(z′, zn)− ∂eq̂(z
′, zn)s.

Hence for all s > s◦ (with s◦ large enough depending on z) we have

q̂(z′ − se′, zn) ≥ c◦s where c◦ > 0, (7.6)

and

(z′ − se′, 0) ∈ K ⊂ {q̂ = 0} ∩ {xn = 0}. (7.7)

However, since q is convex in the first n− 1 variables, we have

∂nnq ≤ ∆q ≤ ∂tq ≤ CδR
λ2nd−2+δ in BR × (−R2, 0). (7.8)

Therefore, since q̂(z′ − se′, 0) = 0 and ∂nq̂(z
′ − se′, 0+) ≤ 0 (by (7.7) and (6.14)), integrating (7.8) along the

segment joining (z′ − se′, 0) and (z′ − se′, zn) we obtain

q̂(z′ − se′, zn) ≤ CδR
λ2nd−2+δ |zn|2

2
whenever

∣∣(z′ − se′, zn)
∣∣ ≤ R.
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This implies that q̂(z′−se′, zn) ≤ Cδs
λ2nd−2+δ|zn|2 for s sufficiently large. However, since λ2nd < 3, choosing

δ > 0 such that λ2nd − 2 + δ < 1, this contradicts (7.6).
Thus, we have shown that ∂eq̂ ≥ 0. Then, differentiating (6.14) with respect to e and using that q is

homogeneous, we deduce that ψ := ∂eq̂ is a nonnegative solution of

LOUψ = λψ in Rn \
(
{xn = 0} ∩ {q̂ = 0}

)
, ψ = 0 on {xn = 0} ∩ {q̂ = 0}.

Also, since ∂eq is (λ2nd − 1)-homogeneous, its associated eigenvalue is λ = λ2nd−1
2 . On the other hand, we

showed in the proof of Lemma 7.1(v) that the positive function φ1(x) := ∂tq(x,−1) is the first eigenfunction

of this problem and has eigenvalue λ2nd−2
2 . Since the first eigenfunction is the only one which does not

change sign, this provides the desired contradiction. □

We can now prove that πx
(
Σ<3
n−1

)
has Hausdorff dimension at most n− 2 (recall (2.3)). Note that this is

not standard, since Lemma 7.3 only shows that, around any point (x◦, t◦) ∈ Σ<3
n−1, the set πx(Σ

<3
n−1 ∩ {t ≥

t◦}
)
∩ Br(x◦) is contained in a ε-neighborhood of some (n − 2)-plane. The fact that we can only control

points “in the future” {t ≥ t◦} forces us to prove some new appropriate GMT result that incorporates this
feature. We state it as an abstract result.

Proposition 7.6. Let E ⊂ Rn×R, and suppose that for all (x, t) ∈ E and ε > 0 there exists ϱx,t,ε > 0 such
that, for all r ∈ (0, ϱx,t,ε),

πx
(
E ∩ (Br(x)× [t,∞])

)
⊂ (x+ L+Brε) for some L = L(x,t),r ⊂ Rn linear space, with dim(L) = m.

Then
dimH

(
πx(E)

)
≤ m.

To prove this proposition, we need the following classical GMT lemma, whose proof can be found for
instance in [Ros21, Lemma 9].

Lemma 7.7. Given α > 0 there exists ε > 0, depending only on n and α, such that the following holds: Let
F ⊂ Rn, and suppose that there exists ϱ > 0 such that, for all x ∈ F and r ∈ (0, ϱ),

F ∩Br(x) ⊂ (x+ L+Brε) for some L = Lx,r ⊂ Rn linear space, with dim(L) = m.

Then Hm+α(F ) = 0.

To do this, for any arbitrarily small δ > 0 we will construct a cover of πx(E) by countably many balls
Bri(xi) of diameter ≤ δ such that

∑
i r

m+α
i can be made arbitrarily small. This implies that Hm+α(πx(E)) =

0 for all α > 0 and hence dimH
(
πx(E)

)
≤ m.

We can now prove Proposition 7.6.

Proof of Proposition 7.6. Up to taking countable unions, we may assume that E ⊂ B1/2(z)× [−1, 1]. Also,
since

E =
⋃
ℓ

Eℓ, where Eℓ =
{
(x, t) ∈ E : ρx,t,ε >

1
ℓ

}
,

it suffices to prove that dimH
(
πx(Eℓ)

)
≤ m for each ℓ. To this aim, given α > 0 arbitrarily small, we shall

prove that Hm+α
(
πx(Eℓ)

)
= 0.

Fix ε > 0 (depending only on n and α, to be chosen later). By assumption, for all (x, t) ∈ Eℓ and for all
r ∈ (0, 1/ℓ],

πx
(
Eℓ ∩ (Br(x)× [t,∞])

)
⊂ (x+ Lx,t,r +Brε) for some Lx,t,r linear and m-dimensional. (7.9)

Note that (7.9) holds also for all (x̄, t̄) in the closure Eℓ of Eℓ, provided we define Lx̄,t̄,r as an arbitrary limit
of the hyperplanes Lx,t,ε as (x, t) ∈ Eℓ converges to (x̄, t̄).

Now, given (x, t) ∈ Eℓ and r ≤ 1/ℓ, by compactness there exists (x̄, t̄) ∈ Br(x) × [−1, 1] ∩ Eℓ such that
t̄ ≤ πt

(
Br(x)× [−1, 1] ∩ Eℓ

)
⊂ R. Thus, applying (7.9) at the point (x̄, t̄), we get

πx
(
Eℓ

)
∩Br(x) ⊂ πx

(
Eℓ ∩ (Br(x̄)× [t̄,∞))

)
⊂ x̄+ Lx̄,t̄,r +Brε.

Thus, choosing ε sufficiently small, Lemma 7.7 applied with F = πx(Eℓ) implies that Hm+α
(
πx(Eℓ)

)
= 0,

as desired. □
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Finally, as an immediate consequence of Lemma 7.3 and Proposition 7.6, we deduce the following:

Proposition 7.8. The set Σ<3
n−1 satisfies dimH

(
πx(Σ

<3
n−1)

)
≤ n− 2.

8. Quadratic cleaning of the singular set and proof of Theorem 1.1

In this section we prove that, for any given ε > 0, there exists Cε such that, for any singular point
(x◦, t◦) ∈ Σ, it holds

Σ ∩
{
|x− x◦| ≤ r, t ≥ t◦ + Cr2−ε

}
= ∅. (8.1)

As we shall see, this estimate will allow us to prove Theorem 1.1.
We begin with the following:

Lemma 8.1. Let u : B1 × (−1, 1) → [0,∞) be a solution of (3.1) and (0, 0) a singular point. Assume that

H(r, u − p2)
1/2 ≤ ω(r), where ω(r) = o(r2) as r ↓ 0. Suppose in addition that en is an eigenvector D2p2

with maximal eigenvalue, and that there exists c > 0 such that∫
Br∩{|xn|≥ r

10
}
∂tu(·,−r2) ≥ c rβ for all r ∈ (0, 1), for some β ∈ (0, 1]. (8.2)

Then there exists C > 0 such that

{u = 0} ∩
(
Br/2 × [Cω(r)r−β + r2, 1)

)
= ∅ ∀ r ∈ (0, 1).

Proof. Since H(u− p2) = −χ{u=0} ≤ 0, the function u− p2 is supercaloric. Also, since ∂tu ≥ 0, then u− p2
is nondecreasing in time. Thus, thanks to the bound H(r, u− p2)

1/2 ≤ ω(r) we get

u ≥ p2 − C1ω(r) in Br × [−r2/2, 1). (8.3)

In particular, since ω(r) = o(r2) and en is an eigenvector D2p2 with maximal eigenvalue, for any fixed δ > 0
small, we obtain

{u = 0} ∩
(
Br × [−r2/2, 1)

)
⊂ {|xn| ≤ rδ2} ∀ r ≪ 1.

Thus H(∂tu) = 0 inside
(
Br ∩ {|xn| > rδ2}

)
× [−r2/2, 1), and therefore (8.2) and Harnack inequality imply

that ∂tu(·,−r2/4) ≥ 2c2r
β inside Br ∩ {|xn| > rδ}, for some c2 = c2(n, δ) > 0.

Combining this bound with the estimate ∂ttu ≥ −C (see Proposition 3.4), we get

∂tu ≥ c2r
β in

(
Br ∩ {|xn| > rδ}

)
× [−r2/4, c3r], (8.4)

for some c3 > 0 (recall that β ≤ 1). In particular, combining (8.3) and (8.4), we obtain

u(·,−r2/4 + h) ≥ p2 − C1ω(r) + c2r
βh in Br ∩ {|xn| > rδ},

for all h ∈ [0, c3r]. Choosing h ≥ r2/4 + 2C1c
−1
2 ω(r)r−β, and using again (8.3), since u is nondecreasing we

obtain
u ≥ p2 + C1ω(r)

(
−1 + 2χ{|xn|>rδ}

)
∀ (x, t) ∈ Br × [2C1c

−1
2 ω(r)r−β, 1). (8.5)

Now, let hδ be the solution to
Hhδ = 0 in B1 × (0,∞)

hδ = 2 on
(
∂B1 ∩ {|xn| > δ}

)
× [0,∞)

hδ = 0 on
(
∂B1 ∩ {|xn| < δ}

)
× [0,∞)

hδ = 0 at t = 0.

Since hδ → 2 as δ → 0, it follows that hδ ≥ 3
2 inside B1/2 for all t ≥ 1, provided δ is small enough. Now we

can observe that

ψ(x, t) := p2(x) + C1ω(r)

(
− 1 + hδ

(x
r
,
t− 2C1c

−1
2 ω(r)r−β

r2

))
satisfies Hψ = 1 in Br × [2C1c

−1
2 ω(r)r−β,∞) and, by (8.5), we have u ≥ ψ on the parabolic boundary

∂par
(
Br × [2C1c

−1
2 ω(r)r−β, 1)

)
. Hence, by the maximum principle,

u ≥ ψ in Br, for t ≥ 2C1c
−1
2 ω(r)r−β.
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Evaluating at t = 2C1c
−1
2 ω(r)r−β + r2 (and using that hδ ≥ 3

2 in B1/2 for all t ≥ 1) we obtain

u ≥ ψ = p2 +
C1

2
ω(r) > 0 in Br/2, for t ≥ 2C1c

−1
2 ω(r)r−β + r2,

and the result follows. □

The (almost) quadratic cleaning (8.1) will be proved by applying Lemma 8.1, with different ω and β, in
each of the following cases (recall (5.6), (7.1), and (7.2)):

(i) If (x◦, t◦) ∈ Σm for some m ≤ n− 2, we will use ω(r) = o(r2) and β = ε;

(ii) if (x◦, t◦) ∈ Σ<3
n−1, we will use ω(r) = rλ

2nd
and β = λ2nd − 2 + ε;

(iii) if (x◦, t◦) ∈ Σ=3
n−1, we will use ω(r) = r3 and β = 1 (in this case we can prove the exact quadratic

cleaning without loosing ε in the exponent)

We start with the easiest case (i).

Proposition 8.2. Let (0, 0) ∈ Σm. Then, for any ε > 0 there exists rε > 0 such that

{u = 0} ∩
(
Br × [r2−ε, 1)

)
= ∅ ∀ r ∈ (0, rε).

Proof. As shown in the proof of Lemma 5.8(a) (see (5.8)), we have
∫
Br
∂tu(·,−r2) ≥ cεr

ε in Br, for all r

sufficiently small. Then, the result follows using Lemma 8.1 with ω(r) = o(r2) and β = ε. □

We now consider the case (iii), which is also easier than (ii) .

Proposition 8.3. Let ϱ > 0, and let (x◦, t◦) ∈ Σ=3
n−1 ∩

(
B1−ϱ × (−1 + ϱ2, 1)

)
. Then

{u = 0} ∩
(
Br(x◦)× [t◦ + Cr2, 1)

)
= ∅ ∀ r ∈ (0, ϱ),

where C is independent of (x◦, t◦).

To prove Proposition 8.3, we will need the following result.

Lemma 8.4. Let (x◦, t◦) ∈ Σ=3
n−1 ∩ B1−ϱ × (−1 + ϱ2, 1), and assume (with no loss of generality, up to a

rotation in space) that p2,x◦,t◦ = 1
2x

2
n. There exist positive ĉ and r̂, independent of (x◦, t◦), such that∫

Br∩{|xn|≥ r
10

}
∂tu(x◦ + ·, t◦ − r2) ≥ ĉ r ∀ r ∈ (0, r̂). (8.6)

Proof. Proposition 6.6 applied with λ2nd = 3 to the function ϱ−2u(x◦ + ϱ · , t◦ + ϱ2 · , ) implies that

{u(x◦ + · , t◦ + · ) = 0} ∩Bϱ ⊂
{
|xn| ≤ C1(|x′|2 − t)

}
∀ t ∈ [−ϱ2, 0]. (8.7)

where C1 depends only on n, ∥u∥L∞ , and ϱ. We now consider a barrier of the form

ϕ(x, t) := g
(
xn − C1(|x′|2 − t)

)
.

Note that
Hϕ =

(
1 + 4C2

1 |x′|2
)
g′′ − C1(2n− 1)g′.

Hence, choosing g(s) =
(
eAs − 1

)
χ(0,1)(s)+

(
eA − 1

)
χ[1,∞)(s) with A large (as in the standard barrier from

Hopf’s Lemma), we see that ϕ ≥ 0 is subcaloric inside the domain D := {xn − C1(|x′|2 − t) < 1}. Hence,
since ∂tu is positive and caloric inside {u > 0}, it follows by (8.7) and the maximum principle that

∂tu ≥ c̄ ϕ in Br̂(x◦)× [t◦ − r̂2, t◦],

where c̄, r̂ > 0 may depend on u and ϱ, but may be chosen independently of (x◦, t◦). Using the explicit
formula for ϕ, (8.6) follows easily. □

As a consequence, we get:

Corollary 8.5. Let (x◦, t◦) ∈ Σ=3
n−1 ∩B1−ϱ × (−1 + ϱ, 1). Then

r3

C
≤ H

(
r, (u(x◦ + · , t◦ + · )− p2)

)1/2 ≤ Cr3

for all r ∈ (0, ϱ), where C > 0 may depend on u and ϱ, but is independent of (x◦, t◦).
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Proof. Choosing γ = 4, Corollary 5.9 and Lemma 5.6(b) applied with R = ϱ imply that

H(r, u(x◦ + · , t◦ + · )− p2,x◦,t◦) ≤ Cr6 ∀ r ∈ (0, ϱ).

Viceversa, the opposite inequality follows easily by integrating in time the estimate in Lemma 8.4, using
that ∂t(u− p2) = ∂tu ≥ 0. □

We can now prove Proposition 8.3.

Proof of Proposition 8.3. In view of Lemma 8.4, the result follows from Lemma 8.1 with ω(r) = Cr3 and
β = 1. □

Finally, we consider the remaining case (ii).

Proposition 8.6. Let (0, 0) ∈ Σ<3
n−1. Then, for any ε > 0 there exists rε > 0 such that

{u = 0} ∩
(
Br × [r2−ε, 1)

)
= ∅ for all r ∈ (0, rε).

To prove Proposition 8.6 we will need the following:

Lemma 8.7. Let (0, 0) ∈ Σ<3
n−1, and assume that p2 = 1

2x
2
n. Then, for any ε > 0 there exists rε > 0 such

that ∫
Br∩{|xn|≥ r

10
}
∂tu( · ,−r2) ≥ rλ

2nd−2+ε in Br, for all r ∈ (0, rε).

Proof. Let w = u− p2. For any rk ↓ 0 there exists a subsequence rkℓ ↓ 0 such that

w̃rkℓ
=

wrkℓ

H(rkℓ , wζ)
1/2

→ q,

where q satisfies the properties stated in Lemma 7.1. In particular, for any such limit q, we have ∂tq ≥ 0
and ∂tq ̸≡ 0. This implies the existence of a constant c > 0 such that∫

B1×[−2,−3/2]∩{|xn|≥1/5}

∂twrkℓ

H(rkℓ , wζ)
1/2

≥ c.

Also, by a compactness argument, the constant c can be chosen to be independent of any subsequence,
therefore ∫

B1×[−2,−3/2]∩{|xn|≥1/5}

∂twr

H(r, wζ)1/2
≥ c > 0 ∀ r > 0.

Hence, since wr is caloric in
(
B2 × (−2, 0)

)
∩
{
|xn| ≥ 1

20

}
for r ≪ 1, the classical Harnack inequality for the

heat equation implies that∫
(Br∩{|xn|≥ r

10
})×{−r2}

∂tu

H(r, wζ)1/2
=

∫
(B1∩{|xn|≥ 1

10
})×{−1}

∂twr

H(r, wζ)1/2
≥ c > 0.

Recalling that H(r, wζ)1/2 ≥ cεr
λ2nd+ε/2 (this follows from Lemma 5.6(b) with γ > 3), the result follows. □

We can now prove Proposition 8.6.

Proof of Proposition 8.6. Arguing as in the proof of Lemma 8.5, we get H(r, u − p2) ≤ Cr2λ
2nd

. Hence, in

view of Lemma 8.7, the result follows from Lemma 8.1 with ω(r) = Crλ
2nd

and β = λ2nd − 2 + ε. □

Combining Propositions 8.2, 8.3, and 8.6, we immediately deduce the following:

Corollary 8.8. For any (x◦, t◦) ∈ Σ and ε > 0, there exists ρ = ρ(x◦, t◦, ε) ∈ (0, 1) such that

{u = 0} ∩
(
Br(x◦)× [t◦ + r2−ε, 1)

)
= ∅ for all r ∈ (0, ρ).

Finally, to prove Theorem 1.1, we will also need the following simple GMT lemma:
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Lemma 8.9. Let E ⊂ Rn × (−1, 1) with

dimH
(
πx(E)

)
≤ β.

Assume that for any ε > 0 and (x◦, t◦) ∈ E there exists ρ = ρ(ε, x◦, t◦) > 0 such that{
(x, t) ∈ Bρ(x◦)× (−1, 1) : t− t◦ > |x− x◦|2−ε

}
∩ E = ∅.

Then dimpar(E) ≤ β.

Proof. Fix β′ > β. We need to show that, for any given δ > 0, the set E can be covered by countably many
of cylinders Bri(xi)× (ti − r2i , ti + r2i ) so that ∑

i

rβ
′

i ≤ δ. (8.8)

Choose ε := (β′ − β)/3, β′′ := β + ε, and decompose

E = ∪ℓ≥1Eℓ, where Eℓ :=
{
(x, t) ∈ E : 2−ℓ+1 ≥ ρ(ε, x, t) > 2−ℓ

}
.

Now, given a pair of points (x, t) and (x′, t′) belonging to Eℓ, with |x − x′| < 2−ℓ, by assumption we have
that |t− t′| ≤ |x− x′|2−ε. This proves that, for all (x, t) ∈ Eℓ and r ∈ (0, 2−ℓ), we have

Eℓ ∩ π−1
x (Br(x)) ⊂ Br(x)× (t− r2−ε, t+ r2−ε). (8.9)

Now, the assumption dimH
(
πx(E)

)
≤ β implies Hβ′′

(πx(Eℓ)) = 0. Thus, for any given ℓ, there exists a

family of balls {Brk(xk)}k, with rk ∈ (0, 2−ℓ), such that

πx(Eℓ) ⊂
⋃
k

Brk(xk) and
∑
k

rβ
′′

k ≤ δ2−ℓ.

Noting that (−r2−ε, r2−ε) can be covered by r−ε many intervals of length 2r2, (8.9) implies that Eℓ ∩
π−1
x (Brk(xk)) can be covered by cylinders of the form {Brk(xk)× (tj,k − r2k, tj,k + r2k)}j∈Ik , with #Ik ≤ r−ε

k .
This gives a covering of Eℓ such that∑

k

∑
j∈Ik

rβ
′

k ≤ r−ε
k

∑
k

rβ
′

k =
∑
k

rβ
′′

k ≤ δ2−ℓ.

Taking the union over ℓ ≥ 1 of all these coverings, since
∑

ℓ≥1 δ2
−ℓ = δ, we obtain a covering for E satisfying

(8.8). □

We are now in position to prove one of our main results.

Proof of Theorem 1.1. The result follows from Proposition 3.2, Corollary 8.8, and Lemma 8.9. □

9. Cubic blow-ups

The following lemma classifies possible 2nd blow-ups at points of Σ=3
n−1.

Lemma 9.1. Let q be a 3-homogeneous solution of (6.14), with {p2 = 0} = {xn = 0}. Then

q(x, t) = a|xn|
(
x2n + 6bt− 3

n−1∑
α,β=1

bαβxαxβ

)
+ āxn

(
x2n + 6b̄t− 3

n−1∑
α,β=1

b̄αβxαxβ

)
, (9.1)

where a ≥ 0, (bαβ) ∈ R(n−1)×(n−1) is nonnegative definite, and b = trace(bαβ), b̄ = trace(b̄αβ).

As we shall see below, Lemma 9.1 follows easily from the following result.

Lemma 9.2. Let q : Rn × (−∞, 0) → R be a continuous and λ-homogeneous function with polynomial
growth, such that q|{xn=0} ≥ 0 and Hq is a locally bounded signed measure concentrated on {xn = 0}. If
λ > 0 is an odd integer, then q ≡ 0 on {xn = 0}.
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Proof. For simplicity we give the proof in the case λ = 3, which anyhow is the only one relevant for our
purposes. The interested reader will notice that the proof for λ = 5, 7, 9... is identical, but using the functions
Q constructed in [FRS20, Lemma B.5].

Let x = (x′, xn) and define

Q(x) := |xn|
(
3|x′|2 − (n− 1)x2n

)
.

Note that, since Hq = µ and q is λ-homonegenous, q(x,−1) satisfies

LOUq +
λ

2
q = µ in Rn

with λ = 3, where LOU is the operator defined in (5.9). On the other hand, an explicit computation shows
that

LOUQ+
λ

2
Q = 6|x′|2Hn−1|{xn=0} in Rn.

Hence, since µ is concentrated on {xn = 0}, using integration by parts (which is justified by the polynomial
growth of q and exponential decay of the Gaussian kernel) and denoting dm = G(x,−1)dx the Gaussian
density, we obtain

6

∫
{xn=0}

q|x′|2G(x,−1) dHn−1 =

∫
Rn

q
(
LOU + λ

2

)
Qdm =

∫
Rn

(
LOU + λ

2

)
q Qdm =

∫
Rn

G(x,−1)Qdµ = 0,

where in the last equality we used that µ is supported on {xn = 0}, where Q vanishes.
Thus

∫
{xn=0} q|x

′|2G(x,−1) dHn−1 = 0, and since q ≥ 0 on {xn = 0}, this forces q ≡ 0 on {xn = 0}, as
wanted. □

We can now prove Lemma 9.1.

Proof of Lemma 9.1. Thanks to Lemma 9.2, we know that q vanishes on {xn = 0}. Thus q|{xn>0} and
q|{xn<0} are 3-homogenous caloric functions vanishing on {xn = 0} and therefore, by Liouville Theorem, q

must be of the form (9.1) satisfying b = trace(bαβ) and b̄ = trace(b̄αβ). Recalling that q solves (6.14), and
hence it is a supercaloric function, we obtain the extra conditions that a ≥ 0 and that (bαβ) is nonnegative
definite. □

Our next result is the following monotonicity formula.

Lemma 9.3. Let (0, 0) ∈ Σ=3
n−1 with p2 =

1
2(xn)

2. Let Q be a 3-homogeneous solution of (6.14). Then

d

dr

(
1

r6

∫
{t=−r2}

(u− p2)ζ QG

)
≥ −C∥Q∥L2(C1) ,

where C depends only on n and ∥u∥L∞.

Proof. After scaling we have

1

r6

∫
{t=−r2}

(u− p2)ζ QG =
1

r3

∫
{t=−1}

(
(u− p2)ζ

)
r
QG,

therefore

d

dr

(
1

r6

∫
{t=−r2}

(u− p2)ζ QG

)
=

1

r4

∫
{t=−1}

Z
(
(u− p2)ζ

)
r
QG− 3

r4

∫
{t=−1}

(
(u− p2)ζ

)
r
QG,

where Z is defined in Section 2.1. Recall the integration by parts identities from Lemma 4.2,∫
{t=−1}

Zf g G =

∫
{t=−1}

f Zg G+ 2

∫
{t=−1}

(Hf g − f Hg)G.
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Since ZQ = 3Q, HQ = 2AtHn−1|{xn=0} ≤ 0, u − p2 = u ≥ 0 on {xn = 0}, and H(u − p2) = χ{u=0}, this
yields

d

dr

(
1

r6

∫
{t=−r2}

(u− p2)ζ QG

)
=

1

r4

∫
{t=−1}

{
H
(
(u− p2)ζ

)
r
Q−

(
(u− p2)ζ

)
r
HQ

}
G

≥ 1

r4

∫
{t=−1}

H
(
(u− p2)ζ

)
r
QG

=
1

r7

∫
{x∈B1/2, t=−r2}

r2χ{u=0}QG+O(e−1/r).

Note that Q(x) ≤ C1|xn||x|2 with C1 := Cn∥Q∥L2(C1) (see (9.1)). Also, since λ2nd = 3, it follows by
Proposition 6.6 that

{u = 0} ∩ {|x| < 1/2, t = −r2} ⊂ {|xn| ≤ C2(|x′|+ r)2},
where C2 depends only on n and ∥u∥L∞ . Hence,

1

r7

∫
{x∈B1/2, t=−r2}

r2χ{u=0}QG ≥ −C1

r5

∫
{x∈B1/2, t=−r2}

χ{|xn|≤C2(|x′|+r)2}|xn||x|2G ≥ −C,

where the constant C depends only on n and ∥u∥L∞ , and the lemma follows. □

As a consequence, we find:

Corollary 9.4. Let u : B1× (−1, 1) → [0,∞) be a bounded solution of (3.1), and assume that (0, 0) ∈ Σ=3
n−1.

Then the limit

lim
r↓0

(u− p2)r
r3

in W 1,2
loc

(
Rn × (−∞, 0]

)
exists in the weak topology, and it is of the form (9.1).

Proof. Given any sequence rk ↓ 0, by Proposition 6.7 and Corollary 8.5 there exists subsequence such that

r−3
kℓ

(u− p2)rkℓ ⇀ Q in W 1,2
loc

(
Rn × (−∞, 0]

)
,

where Q is some 3-homogeneous solution of (6.14). Now, assume that we have two limits along different
sequences: (

r
(1)
k

)−3
w
r
(1)
k

→ Q(1) and
(
r
(2)
k

)−3
w
r
(2)
k

→ Q(2). (9.2)

Then, by Lemma 9.3, for fixed j ∈ {1, 2} we have that(
1

r6

∫
{t=−1}

r−3
(
(u− p2)ζ

)
Q(j)G

)
+ C∥Q(j)∥L2(C1)r

is nondecreasing in r. Hence, using (9.2), and letting r
(j)
k → 0, we deduce that∫

{t=−1}
Q(1)Q(j)G =

∫
{t=−1}

Q(2)Q(j)G for j = 1, 2 ⇒
∫
{t=−1}

(Q(1) −Q(2))2G = 0.

This implies that Q(1) ≡ Q(2) on {t = −1} and hence, by homogeneity, in all of Rn × (−∞, 0]. □

We now investigate the structure of the second blow-ups at at “most points” of Σ=3
n−1. For this, we need

a new dimension reduction lemma.

Lemma 9.5. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and let (0, 0) ∈ Σ=3
n−1. Assume

there exists a sequence of singular points (xk, tk) ∈ Σ=3
n−1, with |xk| ≤ rk for some rk ↓ 0, and tk ≤ 0.

Assume also that w̃rk → q, where w := u− p2, and that yk := xk
rk

→ y∞ ̸= 0, and let qeven denote the even

symmetrisation of q with respect to the hyperplane {p2 = 0}.
Then y∞ ∈ {p2 = 0}, and qeven(x′, xn) is translation invariant in the direction of y∞.
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Proof. Without loss of generality we assume p2 = 1
2x

2
n. Since (0, 0) ∈ Σ ⊂ {u = 0}, it follows from Lemma

8.3 applied at (xk, tk) that

(0, 0) ̸∈ Br(xk)× [tk + Cr2, 1) ∀ r ∈ (0, 1/2),

where C is independent of k. As a consequence, choosing r = rk and recalling that |xk| ≤ rk, we get

−Cr2k ≤ −C|xk|2 ≤ tk ≤ 0. (9.3)

Let sk := tk
r2k
. Up to taking a subsequence we may assume that (yk, sk) → (y∞, s∞), where −C ≤ s∞ ≤ 0.

Also, by Lemma 7.5 we obtain that y∞ ∈ {p2 = 0}.
Next, define Pk := r2k

(
p2(yk + ·)− p2,xk,tk

)
(note that this is a harmonic polynomial of degree two), and

set

wrk(yk + ·, sk + ·) + Pk = u(xk + rk·, tk + r2k · )− r2kp2(yk + ·) + r2k
(
p2(yk + ·)− p2,xk,tk

)
= u(xk + rk·, tk + r2k · )− p2,xk,tk(rk · ) =: w̄k

Since (xk, tk) ∈ Σ=3
n−1 we have ϕ(0+w̄k) = 3 and therefore, by Lemma 5.6,

c

(
ϱ′

ϱ

)6
≤ H(ϱ′, w̄kζ(rk·))
H(ϱ, w̄kζ(rk·))

≤ Cδ

(
ϱ′

ϱ

)6+δ

and c

(
ϱ′

ϱ

)6
≤ H(ϱ′, wrkζ(rk·))
H(ϱ, wrkζ(rk·))

≤ Cδ

(
ϱ′

ϱ

)6+δ

, (9.4)

whenever 0 < ϱ < ϱ′ ≪ r−1
k . Also, by Lemma 6.3, for all 0 < ϱ≪ r−1

k we have

H(ϱ, w̄kζ(rk·)) ≍
∫

Cϱ

(w̄k)
2 and H(ϱ, wrkζ(rk·)) ≍

∫
Cϱ

(wrk)
2, (9.5)

where X ≍ Y here means X ≤ CY and Y ≤ CX with C depending only on n and ∥u∥L∞ .

Now, recall 0 ≥ sk → s∞ > −∞ and yk → y∞ ∈ B1 ∩ {p2 = 0}, define ak := H(1, wrkζ(rk·))1/2 and
bk := ∥Pk∥L2(B1), and let us show that bk ≤ Cak as k → ∞. Indeed, using (9.4)-(9.5) with ϱ = 1 and

ϱ′ = R≫ 1 (we want R2 to be larger than, say, −2s∞), we get

∥w̄k∥L2(CR) ≤ ∥wrk(yk + ·, sk + ·) + Pk∥L2(CR)+ ≤ ∥wrk∥L2(C2R) + C(R)∥Pk∥L2(B1) ≤ C(R)(ak + bk).

We now claim that bk ≤ Cak. Indeed, if by contradiction bk ≫ ak as k → ∞ then, up to subsequence (note
that any sequence of quadratic polynomials bounded in L2 is pre-compact),

lim
k

w̄k

ak + bk
= lim

k

Pk

bk
=: P̃ = [second order harmonic polynomial] in L2

loc

(
Rn × (−∞, 0]

)
.

On the other hand, it follows by (9.4) and (9.5) that, for 0 < ϱ < ϱ′ ≪ r−1
k ,

c

(
ϱ′

ϱ

)6
≤

∫
Cϱ′

(
w̄k

ak+bk

)2
∫
Cϱ

(
w̄k

ak+bk

)2 . (9.6)

Taking the limit this yields

c

(
ϱ′

ϱ

)6
≤

∫
Cϱ′

(P̃ )2∫
Cϱ
(P̃ )2

∀ 0 < ϱ < ϱ′,

a contradiction since P̃ is quadratic (and hence cannot satisfy a cubic growth).
This proves that bk ≤ Cak, hence∥∥∥∥Pk(· − yk)

ak

∥∥∥∥
L2(B1)

≤ C, and therefore
Pk(· − yk)

ak
=: P̄k → P̄∞

as k → ∞ (up to a subsequence). Now, a simple computation —see the proof of (3.11) in [FS17, Lemma
3.3]— shows that

P̄∞ is odd with respect to {p2 = 0}. (9.7)
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Therefore, since
wrk
ak

= w̃rk → q in L2
loc(Rn × (−∞, 0]), using again (9.6) (now with ak instead of ak + bk in

the denominator) we obtain

c

(
ϱ′

ϱ

)6
≤

∫
(yk,sk)+Cϱ′

(w̃rk + P̄k)
2∫

(yk,sk)+Cϱ
(w̃rk + P̄k)2

⇒ c

(
ϱ′

ϱ

)6
≤

∫
(y∞,s∞)+Cϱ′

(q + P̄∞)2∫
(y∞,s∞)+Cϱ

(q + P̄∞)2
.

In particular, choosing ϱ′ = 1 and taking even parts, (9.7) implies that( ∫
(y∞,s∞)+Cϱ

(q + P̄∞)2

)1/2

≤ Cϱ3 and

( ∫
(y∞,s∞)+Cϱ

(qeven)2

)1/2

≤ Cϱ3 ∀ ϱ ∈ (0, 1). (9.8)

Note now that, thanks to Proposition 6.7, q (and therefore also qeven) is a 3-homogeneous solution of the
parabolic Signorini problem in Rn×(−∞, 0] with obstacle zero on {p2 = 0}. Then, (9.8) shows that (y∞, s∞)
is a singular point for qeven of homogeneity at least three. In addition, since qeven is 3-homogeenous we have

3 ≤ ϕ
(
0+, qeven(y∞ + · , s∞ + · )

)
≤ ϕ

(
∞, qeven(y∞ + · , s∞ + · )

)
= ϕ(∞, q) = 3.

This implies that r 7→ ϕ
(
r, qeven(y∞ + · , s∞ + · )

)
is constantly equal to 3, therefore qeven(y∞ + · , s∞ + · )

is also 3-homogeneous. In particular

qeven(y∞ + · , s∞ + · ) ≡ lim
R→∞

R−3qeven(y∞ +R · , s∞ +R2 · ) ≡ qeven.

This implies that qeven is translation invariant in the direction y∞,8 concluding the proof of the lemma. □

For the sequel, it will be useful to introduce the following:

Definition 9.6. Given u : B1 × (−1, 1) → [0,∞) a bounded solution of (3.1), we define Σ∗ ⊂ Σ=3
n−1 as the

set of singular points (x◦, t◦) such that, in some coordinate system where p2,x◦,t◦ = 1
2(xn)

2, we have that

p∗3,x◦,t◦ := lim
r→0

u(x◦ + r · , t◦ + r2 · )− r2 p2,x◦,t◦

r3

can be written as

ax◦,t◦ |xn|
(
x2n + 6t

)
+ p3,x◦,t◦ ,

for some ax◦,t◦ ≥ 0 and p3,x◦,t◦ an odd 3-homogeneous caloric polynomial.

The motivation of the previous definition is given by the following lemma, which follows from Lemma 9.5
and Proposition 7.6.

Lemma 9.7. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1). Then

dimH
(
πx(Σ

=3
n−1 \ Σ∗)

)
≤ n− 2.

Proof. We begin by observing the following: Let Q = Q(x, t) be an 3-homogenous solution of the parabolic
Signorini problem, which is even with respect to {xn = 0} and it is invariant with respect to translations
parallel to {xn = 0}. Then Q depends on the variables xn and t, and hence it must be of the form

Q(x, t) = a|xn|
(
x2n
6

+ t

)
, (9.9)

for some a ≥ 0. We now show that this implies the following:

Claim. Let (x◦, t◦) ∈ Σ=3
n−1 \ Σ∗, and (x

(j)
k , t

(j)
k ) a sequence of singular points in Σ=3

n−1, with t
(j)
k ≤ t◦, such

that y
(j)
k :=

x
(j)
k −x◦
rk

→ y
(j)
∞ ̸= 0, for some rk ↓ 0. Then y

(j)
∞ ∈ {xn = 0}, and the set

{
y
(j)
∞
}
j
has rank at most

n− 2.

8A possible way to show this, is the following. By homogeneity of qeven(y∞ + · , s∞ + · ) and qeven, it holds

qeven(δy∞ + x, δ2s∞ + t) = δ3qeven(y∞ + (x/δ), s∞ + (t/δ2)) = δ3qeven(x/δ, t/δ2) = qeven(x, t) ∀ δ > 0.

Subtracting q(x, t) to both sides, dividing by δ, and sending δ ↓ 0 we obtain y∞ · ∇q(x, t) ≡ 0.
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Indeed, applying Corollary 9.4 and Lemma 9.5 to the function u(x◦ + · , t◦ + · ), we deduce that

u(x◦ + rk · , t◦ + r2k · )− r2k p2,x◦,t◦

r3k
→ q

and y
(j)
∞ ∈ {xn = 0}. Then, if the rank of

{
y
(j)
∞
}
j
was n − 1, Lemma 9.5 would imply that qeven is of the

form (9.9). Recalling Definition 9.6, this would mean that (x◦, t◦) ∈ Σ∗, a contradiction.
Thanks to the Claim, we can apply Proposition 7.6 to deduce the desired dimensional bound on πx(Σ

=3
n−1\

Σ∗) (more precisely, since the control that we have now is for “points from the past” instead of on “points
in the future”, we need to apply Proposition 7.6 to the set E := {(x,−t) : (x, t) ∈ Σ=3

n−1 \ Σ∗}). □

We now show that, for any (x◦, t◦) ∈ Σ∗, the coefficient ax◦,t◦ must be strictly positive.

Lemma 9.8. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1), and ϱ ∈ (0, 1). There exists
cϱ > 0 such that the following holds: For any (x◦, t◦) ∈ Σ∗ ∩B1−ϱ × (−1 + ϱ2, 1), let ax◦,t◦ be the coefficient
of the non-caloric part of p∗3,x◦,t◦, as in Definition 9.6. Then ax◦,t◦ ≥ cϱ.

Proof. Let (x◦, t◦) ∈ Σ∗ ∩B1−ϱ × (−1 + ϱ2, 1). By Lemma 8.4, there exist positive constants c and r◦ such
that ∫

Br

∂tu(x◦ + · , t◦ − r2) ≥ cr in Br, ∀ r ∈ (0, r◦).

Equivalently, defining w := u(x◦ + · , t◦ + ·)− p2,x◦,t◦ and noting that ∂tw = ∂tu ≥ 0, we have∫
B1×{−1}

∂t(r
−3wr) ≥ c > 0 ∀ r ∈ (0, r◦).

Taking the limit as r → 0, we deduce that∫
B1×{−1}

∂t
(
ax◦,t◦ |xn|

(
x2n + 6t

)
+ p3,x◦,t◦

)
≥ c > 0.

Since p3,x◦,t◦ is odd, so is ∂tp3,x◦,t◦ and therefore
∫
B1×{−1} ∂tp3,x◦,t◦ = 0. The lemma follows. □

10. A useful monotone quantity

In this section we prove a monotonicity-type formula of order 5/2. This is weaker than the natural one,
which should be of order at least 3. Still, this weak formula will play a crucial role in Section 11.

Let us define a smoothed version of H given by

H̃(ϱ, w) :=

∫ 2

1
H(ϱθ, w)dθ (10.1)

The goal of this section is to establish the following monotonicity formula. This will be crucial in the next
sections in order to establish higher order regularity at (most) singular points in Σ∗.

Proposition 10.1. Let u : B1× (−1, 1) → [0,∞) be a bounded solution of (3.1), let (0, 0) ∈ Σ∗, and assume
that p2 =

1
2x

2
n and p∗3 = a|xn|(x2n + 6t) + p3 (recall Definition 9.6).

Given C◦ > 0 and M ∈ (6, 7), there exist ε◦ > 0 and R◦ ≥ 1 such that the following holds: Assume that
there exists r ∈ (0, ε◦) such that

∥u− p2 − p∗3∥L∞(BR◦ρ×(−2ϱ2,ϱ2/2)) ≤ ε◦ϱ
3 for all ϱ ∈ (0, r). (10.2)

Denote w := (u− p2 −Q)ζ with Q = xnQ2 + ā|xn|(x2n +6t), where ā ∈ [0, C◦] and Q2 is any 2-homogeneous
polynomial satisfying H(xnQ2) = 0 and ∥Q2∥L2(C1) ≤ C◦. Then

h
5
2 (ϱ, w) := max

R∈[1,1/ϱ]
R−Mϱ−5H̃(Rϱ,w) (10.3)

is monotone nondecreasing for ϱ ∈ (0, r).
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The idea behind the quantity h
5
2 (ϱ, w) is the following. Ideally, we would like to have that ϱ−6H(ϱ, w) is

monotone at every point. Unfortunately this is false at points in Σ∗ because p∗3 is not caloric. This means
that we must look for a monotone quantity of lower order, and this is why we look at a quantity of the form

ϱ−5H(ϱ, w). Our monotone quantity h
5
2 is basically a modified version of this, in which we first consider

an averaged version of H, given by (10.1), and then define h
5
2 as in (10.3) in order to control the growth

between different scales (see (10.5)). It is thanks to these (small but crucial) modifications that we can
prove that the quantity is monotone.

Before proving the monotonicity formula, we need the following:

Lemma 10.2. Let u : B1× (−1, 1) → [0,∞) be a bounded solution of (3.1). Given positive constants c◦, r◦,
C◦, and R◦, there exists δ > 0 such that the following holds: Let Q2 be any 2-homogeneous polynomial such
that H(xnQ2) = 0 and ∥Q2∥L2(C1) ≤ C◦. Assume that

1

r3

(
u(r · , r2 · )− r2

x2n
2

)
≤ c◦|xn|t+ C◦|xn|3 + xnQ2(x

′) + δ inside
{
|x| ≤ 2R◦,−4 ≤ t ≤ −1

}
.

for all r ∈ (0, r◦). Then

u(r · , r2 · ) ≤ Cr4 on {xn = 0} ∩ {|x| ≤ R◦, t = −1},

for all r ∈ (0, r◦).

Proof. Fix z ∈ {xn = 0} ∩ {|x| ≤ R◦, t = −1}, and define

ϕ(x, t) := −nx2n + |x′ − z′|2 − 2(1 + t) + xnQ2(x
′)

and

v(x, t) :=
1

r3

(
u(rx, r2t)− r2

x2n
2

)
.

Also, consider the set U := {|x′ − z′| ≤ 1, |xn| ≤ ϱ, −2 ≤ t ≤ −1}, with ϱ > 0 to be fixed. We choose first
ϱ > 0 and then δ > 0, both conveniently small, so that for all x ∈ ∂parU we have

v(x) ≤ c◦|xn|t+ C◦|xn|3 + xnQ2(x) + δ

≤


−c◦ϱ+ C◦ϱ

3 + xnQ2(x) + δ ≤ −2nϱ2 + xnQ2(x) ≤ ϕ(x) for |xn| = ϱ

−c◦|xn|+ C◦ϱ
3 + xnQ2(x) + δ ≤ −2nϱ2 + xnQ2(x) + 1 ≤ ϕ(x) for |xn| ≤ ϱ, |x′ − z′| = 1

C◦ϱ
3 + xnQ2(x) + δ ≤ −2nϱ2 + xnQ2(x) + 2 ≤ ϕ(x) for |xn| ≤ ϱ, t = −2.

Now, consider the function

ψ(x) :=
1

2r
x2n + ϕ(x) + Cr,

where C is a large enough constant, chosen so that ψ is nonnegative in U (note that 1
2rx

2
n+Cr ≥

√
C|xn|, so

such a constant C exists independently of r). Since Hϕ = 0, we have Hψ ≤ 1
r in U . Also, by the argument

above, 1
r3
u(r · , r2 · ) ≤ ψ on ∂parU . Therefore, since ψ ≥ 0 in U and H

(
1
r3
u(r · , r2 · )

)
≥ 1

r whenever
1
r3
u(r · , r2 · ) > 0, it follows from the comparison principle that

1

r3
u(r · , r2 · ) ≤ ψ in U.

In particular, choosing x = z and t = −1 we get (recall that zn = 0)

1

r3
u(rz,−r2) ≤ ψ(z,−1) = Cr,

and the lemma follows. □

We can now prove Proposition 10.1.
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Proof of Proposition 10.1. Note that h
5
2 (·, w) is a Lipschitz function, so it suffices to prove that its derivative

is nonnegative at every differentiability point. Thus, we compute d
dϱ

∣∣
ϱ=ϱ◦

h
5
2 (ϱ, w) and we note that two

possible alternatives arise:
(a) maxR∈[1,1/ϱ◦]R

−MH̃(Rϱ◦, w) > H̃(ϱ◦, w);

(b) maxR∈[1,1/ϱ◦]R
−MH̃(Rϱ◦, w) = H̃(ϱ◦, w).

If (a) holds, consider R◦ ∈ (1, 1/ϱ◦] such that maxR∈[1,1/ϱ◦]R
−MH̃(Rϱ◦, w) = R−M

◦ H̃(R◦ϱ◦, w). By
continuity, for s ∈ (0, 1) sufficiently close to 1 we have

ϱ5◦h
5
2 (ϱ◦, w) = (R◦)

−MH̃(R◦ϱ◦, w) = max
R′∈[s,1/ϱ◦]

(R′)−MH̃(R′ϱ◦, w)

= s−M max
R∈[1,1/(sϱ◦)]

R−MH̃(Rsϱ◦, w) = s−M (sϱ◦)
5h

5
2 (sϱ◦, w).

Hence

h
5
2 (sϱ◦, w) = sM−5h

5
2 (ϱ◦, w) for s ∈ (0, 1) sufficiently close to 1,

and therefore d
dϱ

∣∣
ϱ=ϱ◦

h
5
2 (ϱ, w) = M−5

ϱ◦
h

5
2 (ϱ◦, w) ≥ 0. This proves the result whenever (a) holds.

Instead, when (b) holds, we note that h
5
2 (ϱ, w) ≥ ϱ−5H̃(ϱ, w) with equality for ϱ = ϱ◦. Therefore

h
5
2 (ϱ, w)− h

5
2 (ϱ◦, w)

ϱ− ϱ◦
≥ ϱ−5H̃(ϱ, w)− ϱ−5

◦ H̃(ϱ◦, w)

ϱ− ϱ◦
⇒ d

dϱ

∣∣∣∣
ϱ=ϱ◦

h
5
2 (·, w) = d

dϱ

∣∣∣∣
ϱ=ϱ◦

(
ϱ−5H̃(ρ, w)

)
.

In addition, if (b) holds then we have the extra growth information

H̃(Rϱ◦, w) ≤ H̃(ϱ◦, w)R
M for all R ∈ [1, 1/ϱ◦], (10.4)

and in particular, taking R = 1/ϱ◦, we get

ϱM◦ H̃(1, w) ≤ H̃(ϱ◦, w). (10.5)

Therefore, to conclude the proof of the lemma, it is enough to show that d
dϱ

∣∣
ϱ=ϱ◦

(
ϱ−5H̃(ϱ, w)

)
≥ 0 at a

every scale ϱ◦ where (10.4) holds. We divide the proof of this fact in four steps.

• Step 1. Denote

v = (u− p2)ζ, h = (xnQ2 + aΨ)ζ, Ψ(x, t) := |xn|(x2n + 6t),

where ζ is the usual spatial cut-off. Recalling that w = v − h we first show that, at any small enough scale
ϱ◦ at which (10.4) holds, we have

d

dϱ

∣∣∣∣
ϱ=ϱ◦

(
ϱ−5H̃(ϱ, w)

)
≥ 1

ϱ6◦

(
H̃(ϱ◦, v − h)

2
+ 4

∫ −ϱ2◦

−2ϱ2◦

[∫
Rn

{
vHv − (v − h)H(v − h)

}
G

]
dt

)
(10.6)

Observe that, by (10.1), we have

d

dϱ
H̃(ϱ, w) :=

∫ 2

1

dH

dϱ
(ϱθ, w) θ dθ,

so we need to compute d
dϱH(ϱθ, w). Using the identity from Lemma 4.2

⟨h, Zv⟩ϱ = ⟨Zh, v⟩ϱ + 2ϱ2
(
⟨h,Hv⟩ϱ − ⟨Hh, v⟩ϱ

)
,
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we obtain

d

dϱ
H(ϱ, v − h) =

2

ϱ
⟨v − h, Z(v − h)⟩ϱ

=
2

ϱ

(
⟨v, Zv⟩ϱ − ⟨h, Zv⟩ϱ − ⟨v, Zh⟩ϱ + ⟨h, Zh⟩ϱ

)
=

2

ϱ

(
⟨v, Zv⟩ϱ − 2⟨v, Zh⟩ϱ − 2ϱ2

(
⟨h,Hv⟩ϱ − ⟨Hh, v⟩ϱ

)
+ ⟨h, Zh⟩ϱ

)
≥ 2

ϱ

(
3⟨v, v⟩ϱ + 2ϱ2⟨v,Hv⟩ϱ − 6⟨v, h⟩ϱ − 2ϱ2

(
⟨h,Hv⟩ϱ − ⟨Hh, v⟩ϱ

)
+ 3⟨h, h⟩ϱ

)
− Ce−1/ϱ

=
2

ϱ

(
3H(ϱ, v − h) + 2ϱ2

(
⟨v,Hv⟩ϱ − ⟨h,Hv⟩ϱ + ⟨Hh, v⟩ϱ

))
− Ce−1/ϱ

≥ 2

ϱ

(
3H(ϱ, v − h) + 2ϱ2

(
2⟨v,Hv⟩ϱ − ⟨v − h,H(v − h)⟩ϱ − 2⟨h,Hv⟩ϱ

))
− Ce−1/ϱ.

Here, we used that Zh = 3h, that ⟨v, Zv⟩ϱ ≥ 3⟨v, v⟩ϱ + 2ϱ2⟨v,Hv⟩ϱ − Ce−1/ϱ (this follows from (4.2),

Proposition 5.4, and the fact that the frequency at (0, 0) is 3), and that
∣∣⟨h,Hh⟩ϱ∣∣ ≤ Ce−1/ϱ. Therefore

d

dϱ

(
ϱ−5H(ϱ, w)

)
=

1

ϱ6
(
ϱ d
dϱH(ϱ, w)− 5H(ϱ, w)

)
≥ 1

ϱ6
(
H(ϱ, v − h) + 4ϱ2

(
2⟨v,Hv⟩ϱ − ⟨v − h,H(v − h)⟩ϱ − 2⟨h,Hv⟩ϱ

))
− Ce−1/ϱ.

Now recall that v = (u− p2)ζ and hence

(u− p2)H(u− p2) ≥ 0 ⇒ ⟨v,Hv⟩ϱ ≥ −Ce−1/ϱ.

On the other hand, since H(u− p2) = −χ{u=0}, h = (xnQ2 + āψ)ζ, and |xnQ2 + āψ| ≤ C|xn||x|2, we obtain∣∣⟨h,Hv⟩ϱ∣∣ ≤ ∫
{t=−ϱ2}

|h|χ{u=0}G+ Ce−1/ϱ ≤ C

∫
{t=−ϱ2}

C|xn| |x|2χ{u=0}G+ Ce−1/ϱ.

Also, using that (as a consequence of Proposition 6.6)

{u = 0} ∩ {|x| < 1/2, t = −ϱ2} ⊂ {|xn| ≤ C(|x′|+ ϱ)2}, (10.7)

we obtain ∣∣⟨h,Hv⟩ϱ∣∣ ≤ ∫
{t=−ϱ2}

C(ϱ+ |x|)4χ{|xn|≤C(|x′|+ϱ)2}G+ Ce−1/ϱ ≤ Cϱ5. (10.8)

Therefore, we have shown that

d

dϱ

(
ϱ−5H(ϱ, w)

)
≥ 1

ϱ6

(
H(ϱ, v − h) + 4ϱ2

(
⟨v,Hv⟩ϱ − ⟨v − h,H(v − h)⟩ϱ

)
− Cϱ7

)
− Ce−1/ϱ

Applying this inequality with H(ϱθ, w) in place of H(ϱ, w), and integrating with respect to θ dθ over [1, 2],
we obtain

d

dϱ

(
ϱ−5H̃(ϱ, w)

)
≥ 1

ϱ6

(
H̃(ϱ, v − h) + 4

∫ −ϱ2

−2ϱ2

[ ∫
Rn

{
vHv − (v − h)H(v − h)

}
G

]
dt− Cϱ7

)
− Ce−1/ϱ.

Since H̃(ϱ◦, v − h) ≥ cϱM◦ ≫ ϱ7◦ ≫ Ce−1/ϱ◦ (recall (10.5)), (10.6) follows.

• Step 2. Let

wϱ◦ := (v − h)(ϱ◦ · , ϱ2◦ · ) =
(
(u− p2 − p3 − āΨ)ζ

)
(ϱ◦ · , ϱ2◦ · ).

We now show that for any ε > 0 there exists δ > 0 such that, if ϱ◦ is sufficiently small,∫ −1

−2

(∫
Rn

|wϱ◦Hwϱ◦ |min{G, δ}
)
dt ≤ εH̃(ϱ◦, wϱ◦). (10.9)

This will be used in order to bound the integral in (10.6) outside a large ball, as we will see in Step 4 below.
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We first note that, inside B1/2 × (−1, 0), it holds

vHv = (u− p2)H(u− p2) ≥ 0, hHh = 0, and − vHh = −uHh ≥ 0.

Therefore, using (10.7) similarly to the argument in the previous step, we get

(u− p2 − xnQ2 − āΨ)H(u− p2 − xnQ2 − āΨ) ≥ −(xnQ2 + āΨ)H(u− p2)

≥ −C(ϱ+ |x|)4χ{|xn|≤C(|x′|+ϱ)2} in B1/2 × (−ϱ2, 0).

Hence, after scaling and taking into account the error introduced by the cut-off ζ, for all ϱ ∈ (0, 1/2) it holds

wϱ◦Hwϱ◦ ≥ −Cϱ2◦min
{
(ϱ+ ϱ◦|x|)4χ{ϱ◦|xn|≤C(ϱ+ϱ◦|x′|)2}, 1

}
in Rn × (−ϱ2/ϱ2◦, 0).

Equivalently, setting ϱ = Rϱ◦, for all R ∈
(
0, 1

2ϱ◦

)
we have

wϱ◦Hwϱ◦ ≥ −Cϱ6◦min
{
(R+ |x|)4χ{|xn|≤Cϱ◦(R+|x′|)2}, ϱ

−4
◦
}

in Rn × (−R2, 0).

Integrating this bound for R ∈ (1, 2), we obtain∫ −1

−4

∫
Rn

(
wϱ◦Hwϱ◦

)
−G ≤

∫
Rn

Cϱ6◦(4 + |x|)4χ{|xn|≤Cϱ◦(4+|x|)2}G ≤ Cϱ7◦. (10.10)

Now, note that the following identity holds for any function ϕ = ϕ(x, t) ∈ C1
t C

1,1
x with compact support

and for any smooth ξ = ξ(x, t):

2

∫
Rn×{t}

ϕHϕ ξ + 2

∫
Rn×{t}

|∇ϕ|2ξ + d

dt

∫
Rn×{t}

ϕ2ξ =

∫
Rn×{t}

ϕ2(∆ + ∂t)ξ. (10.11)

In particular, choosing ϕ = wϱ◦ and ξ = G, we get

2

∫
Rn×{t}

wϱ◦ Hwϱ◦ G+ 2

∫
Rn×{t}

|∇wϱ◦ |2G+
d

dt

∫
Rn×{t}

w2
ϱ◦G = 0.

Integrating between t = −θ and t = −1, we obtain

2

∫ −1

−θ

(∫
Rn

wϱ◦Hwϱ◦ G

)
dt+ 2

∫ −1

−θ

(∫
Rn

|∇wϱ◦ |2G
)
dt+ sup

t∈(−θ,−1)

∫
Rn×{t}

w2
ϱ◦G

≤
∫
{t=−θ}

w2
ϱ◦G ≤

∫ −3

−4

∫
Rn

w2
ϱ◦G,

where θ ∈ (3, 4) is chosen (thanks to Fubini) so that
∫
{t=−θ}w

2
ϱ◦G ≤

∫ −3
−4

∫
B2R

w2
ϱ◦ . Hence, since

∫ −3
−4

∫
Rn w

2
ϱ◦G ≤

H̃(2, wϱ◦) ≤ CH̃(1, wϱ◦) (by the definition of H̃ and using (10.4) with R = 2), recalling (10.10) we deduce

2

∫ −1

−θ

(∫
Rn

|∇wϱ◦ |2G
)
dt+ sup

t∈(−θ,−1)

∫
Rn×{t}

w2
ϱ◦G ≤ CH̃(1, wϱ◦) + Cϱ7◦ ≤ CH̃(1, wϱ◦),

where the last inequality follows from (10.5) (indeed, since M < 7, H̃(1, wϱ◦) ≫ ϱ7◦ for ϱ◦ > 0 small).

In particular, again by Fubini, there exists θ̃ ∈ (2, 3) such that∫
Rn×{−θ̃}

|∇wϱ◦ |2G+

∫
Rn×{−θ̃}

w2
ϱ◦G ≤ CH̃(1, wϱ◦).

We now claim that this implies, thanks to the log-Sobolev inequality, that∫
Rn×{−θ̃}

w2
ϱ◦ min{G, δ} ≤ ε(δ)H̃(1, wϱ◦), (10.12)

where ε(δ) → 0 as δ → 0.

Indeed, the function f(x) :=
wϱ◦ (θ̃

1/2x,−θ̃)

CH̃(1,wϱ◦ )
1/2 satisfies∫

Rn

|∇f |2 dm ≤ 1 and

∫
Rn

|f |2 dm ≤ 1,
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where dm = G( · ,−1)dx is the Gaussian measure. Hence, given λ > 1, we can apply the Gaussian log-
Sobolev inequality to F := max{|f |, 1} (cp. Lemma 6.4) to get

log λ

∫
Rn

f2χ{f2>λ}dm ≤
∫
Rn

F 2 logF 2dm ≤
∫
Rn

|∇F |2dm+

(∫
Rn

F 2dm

)
log

(∫
Rn

F 2dm

)
≤
∫
Rn

|∇f |2dm+

(
1 +

∫
Rn

f2dm

)
log

(
1 +

∫
Rn

f2dm

)
≤ 1 + 2 log 2 < 3.

Thus, for any R > 0 we have∫
Rn\BR

f2dm ≤
∫
Rn\BR

f2χ{f2≤λ}dm+

∫
Rn\BR

f2χ{f2>λ}dm ≤ λ

∫
Rn\BR

dm+
3

log λ
.

Choosing λ = λε large enough so that 3/ log λε < ε/4, and then Rε > 0 so that λε
∫
Rn\BRε

dm < ε/4, we

deduce that ∫
Rn\BRε

f2dm <
ε

2
.

Therefore, (10.12) follows by taking δ small enough.
Now, since (∆ + ∂t)min{G, δ} ≤ 0, we can use again (10.11) with ϕ = wϱ◦ and ξ = min{G, δ} to get

2

∫
Rn×{t}

wϱ◦ Hwϱ◦ min{G, δ}+ 2

∫
Rn×{t}

|∇wϱ◦ |2min{G, δ}+ d

dt

∫
Rn×{t}

w2
ϱ◦ min{G, δ} ≤ 0.

Integrating between t = −θ̃ and t = −1, exactly as before (but now taking advantage of (10.11)) we obtain

2

∫ −1

−θ̃

(∫
Rn

|wϱ◦Hwϱ◦ | min{G, δ}
)
dt ≤ ε(δ)H̃(1, wϱ◦) + Cϱ7◦ ≤ 2ε(δ)H̃(1, wϱ◦),

if ϱ◦ is sufficiently small. Since θ̃ ∈ (2, 3), this concludes the proof of (10.9).

• Step 3. Let uϱ := u(ϱ · , ϱ2 · ). We now show that, for any fixed R◦ > 0, there exists r > 0 such that

0 ≤ −
∫ −1

−2

(∫
BR◦

uϱH(ϱ3Ψ)

)
dt ≤ Cϱ7 ∀ ϱ ∈ (0, r). (10.13)

Indeed, thanks to Lemma 9.8 (recall that (p∗3)
even denotes the even symmetrization with respect to

{p2 = 0} = {xn = 0}), it holds
(p∗3)

even = ā(t|xn|+ 1
6 |xn|

3) with ā ≥ c◦ > 0.

Therefore (10.2) implies that

1

ϱ3

(
u(ϱ · , ϱ2 · )− r2

x2n
2

)
≤ c◦|xn|t+ C|xn|3 + podd3 (x) + ε◦ in {|x| ≤ 2R◦,−4 ≤ t ≤ −1},

and so Lemma 10.2 implies

0 ≤ u(ϱ · , ϱ2 · ) ≤ Cϱ4 on {xn = 0} ∩BR◦ × {t = −1}.
Recalling that Ψ(x, t) = t|xn|+ |xn|3/6 (in particular, its heat operator is concentrated on {xn = 0}), (10.13)
follows easily.

• Step 4. We finally conclude the proof of the lemma by combining (10.6), (10.9), and (10.13).

Indeed, recall that we want to show that d
dϱ |ϱ=ϱ◦

(
ϱ−5H̃(ϱ, w)

)
≥ 0 at every scale ϱ◦ where (10.4)-(10.5)

holds. In view of (10.6), it is enough to prove that∫ −ϱ2◦

−2ϱ2◦

∫
Rn

{
vHv − (v − h)H(v − h)

}
G ≥ − 1

10
H̃(ϱ◦, v − h). (10.14)

We split the integral∫ −ϱ2◦

−2ϱ2◦

∫
Rn

{
vHv − (v − h)H(v − h)

}
G =

∫ −1

−2

∫
Rn

{
vϱ◦Hvϱ◦ − wϱ◦Hwϱ◦

}
G
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into two pieces, according to the partition Rn × (−2,−1) = BR◦ × (−2,−1) ∪ (Rn \BR◦)× (−2,−1).

Note that, using Lemma 5.2, (10.9), and the bound G ≤ Ce−cR2
in (B2R \BR)× (−2,−1), we get∫ −1

−2

∫
(Rn\BR◦ )

{
vϱ◦Hvϱ◦ − wϱ◦Hwϱ◦

}
G ≥ −

∫ −1

−2

∫
(Rn\BR◦ )

|wϱ◦Hwϱ◦ |G− Ce−cϱ◦ ≥ − 1

20
H̃(ϱ◦, v − h),

provided that R◦ is taken sufficiently large. (Here we used that, given δ◦ > 0, we have min{G, δ◦} = G in
Rn \BR◦ if R◦ is sufficiently large.)

On the other hand, to estimate the integral in BR◦ × (−2,−1) we use that wϱ = vϱ + ϱ3(xnQ2 + āΨ)
inside the integration domain, that H(xnQ2) = 0, and ΨHΨ ≡ 0. This implies that∫ −1

−2

∫
BR◦

{
vϱ◦Hvϱ◦ − wϱ◦Hwϱ◦

}
G =

∫ −1

−2

∫
BR◦

{
vϱ◦H(ϱ3◦āΨ) + (ϱ3◦(xnQ2 + āΨ))Hvϱ◦

}
G

Now, as in (10.8) we have the bound∣∣∣∣ ∫ −1

−2

∫
BR◦

(ϱ3◦(xnQ2 + āΨ))Hvϱ◦G

∣∣∣∣ ≤ Cϱ7◦.

Also, using (10.13),

0 ≤ −
∫ −1

−2

∫
BR◦

vϱ◦H(ϱ3◦Ψ)G = −
∫ −1

−2

∫
BR◦

uϱ◦H(ϱ3◦Ψ) ≤ Cϱ7◦,

thus, recalling (10.5),∫ −1

−2

∫
BR◦

{
vϱ◦Hvϱ◦ − wϱ◦Hwϱ◦

}
G ≥ −Cϱ7◦ ≫ − c

20
ϱM◦ ≥ − 1

20
H(ϱ◦, v − h).

This concludes the proof of (10.14) and therefore the proof of the proposition. □

11. The set Σ∗: ε-flatness vs accelerated decay

The goal of this section is to show the following dichotomy: roughly speaking, given a scale r, either Σ∗

looks at most (n− 2)-dimensional at such a scale, or the size of u− p2 − q decays at a fast rate (more than
3) at such a scale, see Proposition 11.3. To do this, we rely on the monotonicity formula from the previous
section.

To perform our analysis, we begin by consider a finite partition of Σ∗ as follows: given δ > 0, we consider

Σ∗ =
⋃
ℓ∈N

Σ∗
δ,ℓ, with Σ∗

δ,ℓ :=

{
(x◦, t◦) ∈ Σ∗ : H(1, p∗3,x◦,t◦) ∈

δ

2
[ℓ, ℓ+ 1)

}
. (11.1)

Since 1/Cϱ ≤ H(1, p∗3,x◦,t◦) ≤ Cϱ for all (x◦, t◦) ∈ Σ∗ ∩
(
B1−ϱ× (−1+ ϱ, 1)

)
(by Corollary 8.5), for any given

δ > 0 the number of sets in the previous partition restricted to compact subsets of B1 × (−1, 1) is bounded
(their number is roughly C/δ).

As we will see, the advantage of considering this partition is the following key property:

Lemma 11.1. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1). For any ε > 0, R◦ > 1, and
ϱ ∈ (0, 1), there exists δ̄ > 0 such that the following holds provided δ ≤ δ̄:
Given ℓ ∈ N and (x◦, t◦) ∈ Σ∗

δ,ℓ ∩ (B1−ϱ × (−1 + ϱ, 1)), there exists r◦ > 0 such that∥∥u(x1 + ·, t1 + ·)− p2,x1,t1 − p∗3,x1,t1

∥∥
L∞(BR◦r×(−2r2,−r2/2))

≤ εr3 ∀ r ∈ (0, r◦)

for all (x1, t1) ∈ Σ∗
δ,ℓ such that |x1 − x◦| ≤ r◦.

Proof. Let ε̄ > 0 be a small constant to be fixed later, and let (x1, t1) be as in the statement. Define

vr :=
u(x1 + r·, t1 + r2·)− r2p2,x1,t1

r3
.

We divide the proof in two steps.
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• Step 1. We show that

∥vr − p∗3,x1,t1∥
2
L2(B2R◦×(−4,−1/2)) ≤ C(R◦)ε̄ ∀ r ∈ (0, r◦). (11.2)

Indeed, by definition of Σ∗
δ,ℓ, since (x◦, t◦), (x1, t1) ∈ Σ∗

δ,ℓ it holds∣∣∣∣ ∫
{t=−1}

(p∗3,x1,t1)
2G−

∫
{t=−1}

(p∗3,x◦,t◦)
2G

∣∣∣∣ ≤ δ. (11.3)

Also, by Lemma 9.3, the quantity

Ix1,t1(r,Q) :=
1

r6

∫
{t=−r2}

(
u(x1 + · , t1 + · )− p2,x1,t1

)
ζ QG

satisfies
d

dr
Ix1,t1(r,Q) ≥ −C∥Q∥L2(C1)

for any (x1, t1) ∈ Σ∗
δ,ℓ ∩B1−ϱ × (−1 + ϱ, 1) and for any given 3-homogenous solution Q of (6.14).

Hence, on the one hand we have∫
{t=−1}

vr p∗3,x1,t1G = Ix1,t1(r, p
∗
3,x1,t1) ≥ Ix1,t1(0

+, p∗3,x1,t1)− Cr =

∫
{t=−1}

(p3,x1,t1)
2G− Cr. (11.4)

On the other hand, given ε′ > 0, we can fix s◦ > 0 —depending on (x◦, t◦) and ε
′— such that∫

{t=−1}
(p∗3,x◦,t◦)

2G+ ε′ ≥ s−6
◦ H

(
s◦, (u(x◦ + · , t◦ + · )− p2,x◦,t◦)ζ

)
.

Note that, since

u(x1 + ·, t1 + ·
)
− p2,x1,t1 −→ u(x◦ + ·, t◦ + ·

)
− p2,x◦,t◦ as (x1, t1) → (x◦, t◦),

then for (x1, t1) sufficiently close to (x◦, t◦) and for r ∈ (0, s◦) we will have∫
{t=−1}

(p∗3,x◦,t◦)
2G+ 2ε′ ≥ s−6

◦ H
(
s◦, (u(x◦ + · , t◦ + · )− p2,x◦,t◦)ζ

)
+ ε′

= s−6
◦ H

(
1, (u(x◦ + s◦ · , t◦ + s2◦ · )− s2◦p2,x◦,t◦)ζ

)
+ ε′

≥ s−6
◦ H

(
1, (u(x1 + s◦ · , t1 + s2◦ · )− s2◦p2,x1,t1)ζ

)
= s−6

◦ H
(
s◦, (u(x1 + ·, t1 + ·)− p2,x1,t1)ζ

)
≥ r−6H

(
r, (u(x1 + ·, t1 + ·)− p2,x1,t1)ζ

)
+O(e−c/s◦)

=

∫
{t=−1}

(
vr
)2
G+O(e−c/s◦).

Combining this estimate with (11.4) and (11.3), and choosing first s◦ small enough and then (x1, t1) suffi-
ciently close to (x◦, t◦), we obtain

2

∫
{t=−1}

vr p∗3,x1,t1G ≥
∫
{t=−1}

(
(vr)2 + (p∗3,x1,t1)

2
)
G− ε̄ ∀ r ∈ (0, s◦).

In other words, ∫
{t=−1}

(vr − p∗3,x1,t1)
2G ≤ ε̄ ∀ r ∈ (0, s◦),

and (11.2) follows.

• Step 2. We upgrade the L2 bound from (11.2) to an L∞ bound.
For this, recall that (p∗3,x1,t1

)2 is always divisible by p2,x1,t1 ,therefore

P1 := p2,x1,t1p3 + p∗3,x1,t1 +
(p∗3,x1,t1

)2

4p2,x1,t1
≥ 0

satisfies

HP1 ≤ 1 +H

(
(p∗3,x1,t1

)2

4p2,x1,t1

)
≤ 1 + C(|x|2 + t).



44 ALESSIO FIGALLI, XAVIER ROS-OTON, AND JOAQUIM SERRA

Thus, since Hu = 1 in {u > 0},

H
(
u(x1 + r·, t1 + r2·)− P1(r·, r2·)

)
+
≥ −Cr4 in B2R◦r × (−3r2,−r2/2).

On the other hand since HP1 = 1 +O(|x|2 + t) inside {P1 > 0}, while Hu ≤ 1 and u ≥ 0, we have

H
(
u(x1 + r·, t1 + r2·)− P1(r·, r2·)

)
− ≥ −Cr4 in B2R◦r × (−3r2,−r2/2).

This proves that

H
∣∣u(x1 + r·, t1 + r2·)− P1(r·, r2·)

∣∣ ≥ −Cr4 in B2R◦r × (−3r2,−r2/2).
Also, (11.2) implies that∥∥u(x1 + r · , t1 + r2 · )− P1(r · , r2 · )

∥∥
L2(B2R◦r×(−3r2,−r2/2))

≤ ε̄r3 + Cr4.

Therefore, it follows from the one-sided Harnack inequality for the heat equation that∥∥u(x1 + r · , t1 + r2 · )− P1(r · , r2 · )
∥∥
L∞(BR◦r×(−2r2,−r2/2))

≤ Cε̄r3 + Cr4.

This implies the conclusion of the lemma by taking ε̄ and r sufficienlty small. □

We have the following:

Corollary 11.2. Let u : B1 × (−1, 1) → [0,∞) be a bounded solution of (3.1). Given ϱ ∈ (0, 1), C◦, and
M ∈ (6, 7), δ̄ > 0 such that the following holds provided δ ≤ δ̄:

Let h
5
2 be as in (10.3), and recall (11.1). For any given ℓ ∈ N and (x◦, t◦) ∈ Σ∗

δ,ℓ ∩
(
B1−ϱ × (−1 + ϱ, 1)

)
,

there exists r◦ = r◦(x◦, t◦) > 0 such that

h
5
2
(
r, (u(x1 + ·, t1 + ·)− p2,x1,t1 −Qx1,t1)ζ

)
is monotone nondecreasing for r ∈ (0, r◦)

for all (x1, t1) ∈ Σ∗
δ,ℓ with |x1 − x◦| ≤ r◦. Here Qx1,t1 = xnQ2 + ā|xn|(x2n + 6t) in coordinates such that

p2,x1,t1 = 1
2x

2
n, where ā ∈ [0, C◦] and Q2 is any 2-homogeneous polynomial satisfying H(xnQ2) = 0 and

∥Q2∥L2(C1) ≤ C◦.

Proof. It follows from Proposition 10.1 and Lemma 11.1. □

The next proposition will be crucial in our argument. It provides us with the following powerful decay
property: if Σ∗

δ,ℓ is not ε-flat at some small scale r, then we have an accelerated decay for u at such scale.
This result will be at the core of the argument in the next section, where we will prove that we have an
accelerated decay at Σ∗, outside a set of Hausdorff dimension at most n− 2.

Recall that, given a function q, we denote by qeven the even symmetrization of q with respect to the
hyperplane {p2 = 0}.

Proposition 11.3. Let u : B1 × (−1, 1) → [0,∞) be a solution of (3.1), let ϱ > 0, and let δ > 0 be given
by Corollary 11.2. Let (x◦, t◦) ∈ Σ∗

δ,ℓ ∩
(
B1−ϱ × (−1 + ϱ, 1)

)
for some ℓ ∈ N, and choose coordinates so that

p2,x◦,t◦ = 1
2x

2
n and (p∗3,x◦,t◦)

even = ax◦,t◦Ψ, where

Ψ(x, t) := |xn|(x2n + 6t).

Let α̂ := 1/3, and for r ∈ (0, ϱ] define

A(r) := min
a∈R

∥∥(u(x◦ + ·, t◦ + · )− p2,x◦,t◦ − p∗3,x◦,t◦ − aΨ)r
∥∥
L2(C1)

and Θ(r) := max
s∈[r,ϱ]

(r/s)3+α̂A(s) .

Then the following two properties hold.

(1) Fix ε > 0. For any ε1 there exists rε1 > 0 such that, for every r ∈ (0, rε1), the following holds:
Consider the “ε-flatness property”

πx(Σ
∗
δ,ℓ ∩ {t ≤ t◦}) ∩Br(x◦) ⊂ L+ εBr for some linear space L with dim(L) ≤ n− 2. (11.5)

If (11.5) fails, then

A(r) ≤ ε1Θ(r).
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(2) For any ε2 > 0 there exists λε2 ∈ (0, 1) such that, for all r ∈ (0, ϱ) and λ ∈ (0, λε2 ],

Θ(λr) ≤ λ3−ε2 Θ(r).

Proof. Assume for notational simplicity that (x◦, t◦) = (0, 0) and ϱ = 1. We begin by proving (1).

• Proof of (1). Set

ar := argmina∈R
∥∥(u− p2 − p∗3 − aΨ)r

∥∥2
L2(C1)

, wr :=
(u− p2 − p∗3 − arΨ)r

Θ(r)
.

Note that, by construction, for any s > 0 we have Θ(2s) ≤ 23+α̂Θ(s). Hence∥∥(u− p2 − p∗3 − a2jrΨ)2jr
∥∥
L2(C1)

= A(2jr) ≤ Θ(2jr) ≤ (2j)3+α̂Θ(r) ∀ j ≥ 1.

Rescaling and using the triangle inequality between two consecutive dyadic scales, this gives

c
∣∣a2j+1r − a2jr

∣∣23j = ∥∥(a2j+1rΨ− a2jrΨ)2jr
∥∥
L2(C1)

≤
∥∥(u− p2 − p∗3 − a2j+1rΨ

)
2jr

∥∥
L2(C2)

+
∥∥(u− p2 − p∗3 − a2jrΨ

)
2jr

∥∥
L2(C1)

= 2
n+2
2 A(2j+1r) +A(2jr) ≤ C2(3+α̂)jΘ(r).

Hence, summing the geometric series and using again the triangle inequality, we obtain |a2jr − ar| ≤
C2jα̂Θ(r), which implies the growth control∥∥wr(R · , R2 · )

∥∥
L2(C1)

≤ CR3+α̂ ∀R ∈ (1, 1/r). (11.6)

Now, assume by contradiction that there exist a constant ε1 > 0 and a sequence rk ↓ 0 for which (11.5) fails
at the scales r = rk but A(rk) ≥ ε1Θ(rk), or equivalently

∥wrk∥L2(C1) > ε1, (11.7)

while the negation of (11.5) gives the existence of x
(1)
k , x

(2)
k , . . . , x

(n−1)
k ∈ πx(Σ

∗ ∩ {t ≤ 0}) ∩ Brk such that

y
(i)
k := x

(i)
k /rk ∈ B1 satisfy

dist
(
{y(i)k }1≤i≤n−1, L

)
≥ ε ∀L ⊂ Rn linear space with dim(L) = n− 2.

The outline of the proof will go as follows.
In Step 1, we show that wrk converges (up to a subsequence) strongly in L2

loc(Rn × (−∞, 0]) to a some
function w0 ̸≡ 0 which satisfying the growth condition

∥w0(R · , R2 · )∥L2(C1) ≤ R3+α̂, ∀R ∈ (1,∞) (11.8)

and solves {
Hw0 = 0 in {xn ̸= 0}
w0 = 0 on {xn = 0}.

(11.9)

This will imply that w0 is a caloric polynomial degree 3 in each side of {xn = 0}.
In Step 2, we use Proposition 10.1 to show that

w0 is homogeneous of degree 3.

In Step 3, we use the monotonicity formulae from Lemma 9.3 to show that

w0 is even in the variable xn, (11.10)

so that, up to a rotation fixing en, w
0 must be of the form

w0(x, t) ≡ aΨ+
n−1∑
i=1

ai |xn|(−3x2i + x2n). (11.11)

In addition we show that, thanks to the choice of ār, w
0 satisfies∫

C1

w0Ψ = 0 (11.12)
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and hence a = 0.
Finally, in Step 4 we exploit again the monotonicity formula from Proposition 10.1, but now at points

(x
(i)
k , t

(i)
k ), in order to reach a contradiction with (11.11)-(11.12) to complete the proof.

We now develop Steps 1-4.

• Step 1. We prove first the compactness of the functions wrk in C0
loc(Rn × (−∞, 0]). To prove this we

show that, for any given R > 0, there exists k◦ such that, for k ≥ k◦, we have∫
BR×(−R2,0)

(
|∇wrk |2 + |∂tw|2

)
≤ CR. (11.13)

This will give compactness wrk in L2
loc, and we will later upgrade this convergence to a locally uniform one.

Since Θ(rk) ≥ cr3+α̂
k (thanks to (11.7)), arguing similarly to (10.10) we get

wrkHwrk ≥ −C(rk)−2α̂R4χ{|xn|≤CrkR2} in Cr.

Using (10.11) with ϕ = wrk and with ξ replaced by ξR(x) := ξ(x/R), where ξ ∈ C∞
c (B2) is a nonnegative

cut-off function satisfying ξ ≡ 1 in B1, we obtain∫
B2R×{t}

(
|wrkHwrk |+ |∇wrk |2

)
ξR +

d

dt

∫
B2R×{t}

(wrk)2ξR ≤ Cn

R2

∫
B2R×{t}

(wrk)2 + Cr1−2α̂
k Rn+5. (11.14)

for t ∈ (−R2, 0) and R ∈ (0, 1/2rk). Integrating (11.14) in time and using (11.6), this yields

1

R2

∫
CR

|wrk |2 +
∫

CR

|∇wrk |2 ≤ C(R). (11.15)

Also, since ∂tt(u− p2− p∗3,r) = ∂ttu ≥ −C (see Proposition 3.4), it follows by scaling that ∂ttwrk ≥ −Cr1−α̂
k .

We now use the following elementary bound: for f : (0, R) → R,∫ R

0
R2|f ′|2 ≤ C

( ∫ R

0
|f |2 + sup

(0,R)
R4(f ′′)2−

)
,

Applying this with f( · ) = u(x, · ) for each fixed x ∈ BR, and then integrating in the x variable, it follows
by (11.15) that ∫

CR

|∂twrk |2dx dt ≤ C(R) + ok(1),

where ok(1) → 0 as k → ∞. This gives (11.13), and thus wrk → w0 in L2
loc(Rn × (−∞, 0]). Notice also that

w0 is nonzero by (11.7). Moreover, reasoning exactly as in Step 2 in the proof of Lemma 11.1, such L2
loc

convergence implies C0
loc convergence.

The growth condition (11.8) follows from (11.6), so it remains to show that w0 is satisfies (11.9).
First, using Lemma 10.2,

wrk |{xn=0} → 0 in C0
loc({xn = 0}).

On the other hand, since Hwrk = 0 in Rn \ ({urk = 0} ∪ {xn = 0}) and the Hausdorff distance of {urk = 0}
from {xn = 0} converges locally to zero, we obtain that Hwrk → 0 in every compact subset of {xn ̸= 0}. It
follows that w0 solves (11.9) (in the weak sense).

Finally, by the growth condition (11.8) and the Liouville theorem for the heat equation in a half-space,
we deduce that w0 is a caloric polynomial of degree 3 on each side of {xn = 0}. Furthermore, since
w0|{xn=0} = 0, both such polynomials are divisible by xn.

• Step 2. We show that w0 must be homogeneous of degree three, i.e., it cannot have linear or quadratic
terms. This will follow by using that, by Proposition 10.1, we have that

ρ 7→ h
5
2
(
ρ, (u− p2 − p∗3 − arkΨ)ζ

)
is monotone increasing. (11.16)

Indeed, rescaling (11.16), we have

ρ 7→ max
R∈[1,1/(rkρ)]

R−Mρ−5H̃
(
Rρ,wrkζ( · /rk)

)
is monotone increasing.
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Now, taking 2(3 + α̂) < M < 7 (recall that α̂ = 1/3), thanks to the growth control (11.6) we have

max
R≥1

R−MH̃
(
R,wrkζ( · /rk)

)
≤ C1,

with C1 independent of k. Hence, by monotonicity, for all ρ ∈ (0, 1) we have

ρ−5H̃
(
ρ, wrkζ( · /rk)

)
≤ max

R∈[1,1/(rkρ)]
R−Mρ−5H̃

(
Rρ,wrkζ( · /rk)

)
≤ C1,

and letting k → ∞ we get
H̃
(
ρ, w0

)
≤ C1ρ

5. (11.17)

Since we already know that w0 must be a degree three polynomial when restricted to each side of {xn = 0},
using (11.17) we conclude that it must be 3-homogenous.

• Step 3. We now show that w0 must be of the form

w0(x, t) ≡
n−1∑
i=1

ai |xn|(−3x2i + x2n). (11.18)

We first show that w0 satisfies (11.10). Indeed, by integrating the inequality in Lemma 9.3, we get

1

r6

∫
{t=−r2}

(u− p2)ζ P G ≥
∫
{t=−1}

p∗3 P G− C(P )r

for all P odd 3-homogeneous caloric polynomial. Therefore, using that Ψodd = 0, we have∫
{t=−1}

wrkζ(rk · )P G =

∫
{t=−r2k}

u− p2 − p∗3 − arΨ

Θ(rk)
ζ P G− Cr4k/Θ(rk).

Since Θ(rk) ≥ cr3+α̂
k , it follows that r4k/Θ(rk) → 0 as k → ∞, and therefore∫
{t=−1}

w0 P G ≥ 0, for every 3-homogeneous odd caloric polynomial P .

This implies that w0 must be even in xn, and therefore up to a rotation fixing en it must be of the
form (11.11).

In addition, by definition of ar and wr we obtain, for all r > 0, the following orthogonality condition
holds: ∫

C1

wr Ψ = 0.

Taking the limit as r = rk ↓ 0 we obtain (11.12), and (11.18) follows.

• Step 4. Let R
(i)
k ∈ SO(n) denote the rotation mapping {p

2,x
(i)
k ,t

(i)
k

= 0} to {xn = 0} = {p2 = 0} such that

R
(i)
k − Id has minimal Hilbert-Schmidt norm. Since p

2,x
(i)
k ,t

(i)
k

− p2(x
(i)
k + rk·, t

(i)
k + r2·) = O(r3k) (this follows,

for instance, using Corollary 8.5 and the triangle inequality), we have that |R(i)
k − Id| ≤ Crk. Also, since

(x
(i)
k , t

(i)
k ) ∈ Σn−1, we have p

2,x
(i)
k ,t

(i)
k

= p2 ◦R(i)
k . Furthermore, thanks to Proposition 10.1, we know that

h
5
2
(
r, (u(x

(i)
k + ·, t(i)k + ·)− (p2 − p∗3 − arkΨ) ◦Rk)ζ

)
is monotone increasing. (11.19)

Define now

D
(i)
k :=

(
r2kp2 + r3k(p

∗
3 + arkΨ)

)
(x

(i)
k + · , t(i)k + · )−

(
r2kp2 + r3k(p

∗
3 + arkΨ)

)
◦R(i)

k .

Then

W
(i)
k (x) : = u(x

(i)
k + rk · , t

(i)
k + rk · )− r2kp2,x(i)

k ,t
(i)
k

− r3k(p
∗
3 + arkΨ) ◦R(i)

k

= (u− p2 − p∗3 − arkΨ)(x
(i)
k + rk · , t

(i)
k + rk · ) +D

(i)
k

= Θ(rk)w
rk(y

(i)
k + · , s(i)k + · ) +D

(i)
k .

We want to compute the limit D
(i)
k /Θ(rk) for i = 1, . . . , n− 1. There are two alternatives:
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(i) either there exists i ∈ {1, . . . , n− 1} such that Θ(rk) = o
(
∥D(i)

k ∥L2(C1)

)
as k → ∞,

(ii) or there exists c > 0 such that ∥D(i)
k ∥L2(C1) ≤ cΘ(rk) for all i = 1, . . . , n− 1.

We want to reach a contradiction in both cases.

- Case (i). Fix i ∈ {1, . . . , n− 1} such that Θ(rk) = o
(
∥D(i)

k ∥L2(C1)

)
. Then, up to a subsequence we have

lim
k

W
(i)
k

∥D(i)
k ∥L2(C1)

= lim
k

D
(i)
k

∥D(i)
k ∥L2(C1)

=: D̃(i)
∞ .

Note that, since D
(i)
k belongs to a finite dimensional space, the convergence is strong and ∥D̃(i)

∞ ∥L2(C1) = 1.

We want to understand the structure of D
(i)
∞ . First, since p2 =

1
2x

2
n we have

r2k p2(x
(i)
k + · , t(i)k + · )− r2k p2 ◦R

(i)
k

∥D(i)
k ∥L2(C1)

→ xn(a
′ · x′) + c1xn,

where a′ ∈ Rn−1 and x′ = (x1, . . . , xn−1).
On the other hand,

r3k (p
∗
3 + arkΨ)(x

(i)
k + · , t(i)k + · )− r3k (p

∗
3 + arkΨ) ◦R(i)

k

∥D(i)
k ∥L2(C1)

=

=
r3k
(
(p∗3 + arkΨ)(x

(i)
k + · , t(i)k + · )− (p∗3 + arkΨ)

)
∥D(i)

k ∥L2(C1)

+
r3k
(
(p∗3 + arkΨ)− (p∗3 + arkΨ) ◦R(i)

k

)
∥D(i)

k ∥L2(C1)

Hence, since (p∗3 + arkΨ)even is a positive multiple of |xn|(x2n + 6t), we get

r3k
(
(p∗3 + arkΨ)(x

(i)
k + · , t(i)k + · )− (p∗3 + arkΨ)

)
∥D(i)

k ∥L2(C1)

→ c2sign(xn)x
2
n + c3|xn|+

[
odd quadratic polynomial

]
.

Also, recalling that ∥D(i)
k ∥L2(C1) ≥ r3+α̂

k ≫ r4k and |R(i)
k − Id| ≤ Crk, we have

r3k
(
(p∗3 + arkΨ)− (p∗3 + arkΨ) ◦R(i)

k

)
∥D(i)

k ∥L2(C1)

→ 0.

This proves that

D̃(i)
∞ = c2sign(xn)x

2
n + c3|xn|+

[
odd quadratic polynomial

]
. (11.20)

On the other hand, using (11.19) and recalling the definition of h
5
2 in (10.3), we obtain that

ρ 7→ max
R∈[1,1/(rkρ)]

R−Mρ−5H̃
(
Rρ,W

(i)
k ζ( · /rk)/∥D

(i)
k ∥L2(C1)

)
is monotone increasing,

and by the same argument as in (11.17), we get

H̃
(
ρ,W

(i)
k ζ( · /rk)/∥D

(i)
k ∥L2(C1)

)
≤ Cρ5 ⇒ H̃(ρ, D̃(i)

∞ ) ≤ Cρ5.

Recalling (11.20) we deduce that D̃
(i)
∞ = 0, a contradiction.

- Case (ii). In this case, for each i = 1, . . . , n− 1 we have

lim
k

W
(i)
k

Θ(rk)
= wrk(y

(i)
k + · , s(i)k + ·) + lim

k

D
(i)
k

Θ(rk)

where y
(i)
k := x

(i)
k /rk ∈ B1 and −C ≤ s

(i)
k = t

(i)
k /r2k ≤ 0 (cp. (9.3)).
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Up to taking a subsequence we can define D̃
(i)
∞ := limk

D
(i)
k

∥D(i)
k ∥L2(C1)

, so that limk
D

(i)
k

Θ(rk)
= limk

∥D(i)
k ∥L2(C1)

Θ(rk)
D̃

(i)
∞

and therefore

lim
k

W
(i)
k

Θ(rk)
= w0(y(i)∞ + · , s(i)∞ + · ) + c(i)D̃(i)

∞ ,

where the points y
(i)
∞ ∈ B1 ∩ {xn = 0} are linearly independent, −C ≤ s

(i)
∞ ≤ 0, c(i) ≥ 0, and D̃

(i)
∞ is of the

form (11.20) (by the same argument as the one above, in Case (i)).

Also, thanks to (11.19) and recalling the definition of h
5
2 in (10.3), we have that

ρ 7→ max
R∈[1,1/(rkρ)]

R−Mρ−5H̃
(
Rρ,W

(i)
k ζ( · /rk)/Θ(rk)

)
is monotone increasing,

and as in Case (i) we get

H̃(ρ, w0(y(i)∞ + · , s(i)∞ + · ) + c(i)D̃(i)
∞ ) ≤ Cρ5 ∀ i = 1, . . . , n− 1.

Recall that w0 is of the form (11.18), while each D̃
(i)
∞ is of the form (11.20). Hence, since the points y

(i)
∞ are

n− 1 linearly independent in {xn = 0}, one can easily check that the only possibility is w0 ≡ 0 and ci = 0
for all i. However, recalling (11.13), taking the limit in (11.7) we obtain ∥w0∥L2(C1) ≥ ε1, a contradiction.

This completes the proof of part (1) of the proposition.

• Proof of (2). This follows from a modified (and simpler) version of the argument given for part (1). We
will prove that, for any given ε2 > 0, there exists C◦ ≥ 1 such that we have

A(λr) ≤ C◦λ
3−ε2/2Θ(r) ∀ r, λ ∈ (0, 1). (11.21)

First notice that (11.21) implies the conclusion. Indeed, by the definition of Θ and (11.21),

Θ(λr) = max
s∈[λr,1]

(λr/s)3+α̂A(s) = max
{
λ3+α̂Θ(r), max

s∈[λr,r]
(λr/s)3+α̂A(s)

}
≤ max

{
λ3+α̂Θ(r), C◦λ

3−ε2/2Θ(r)
}
= C◦λ

3−ε2/2Θ(r) ≤ λ3−ε2 Θ(r),

for λ > 0 sufficiently small.
To prove (11.21) we reason by contradiction and compactness. Assume by contradiction that we have

sequences rk ∈ (0, 1) and λk ∈ (0, 1) such that

A(λkrk) ≥ kλ
3−ε2/2
k Θ(rk), (11.22)

and define

Ωk(λ) = max
λ′∈[λ,1]

(λ/λ′)3−ε2/2Θ(λ′rk).

Using (11.22) and the definition of Θ we have

λ
−3+ε2/2
k

Θ(λkrk)

Θ(rk)
→ ∞ as k → ∞. (11.23)

Note that

for any θ◦ ∈ (0, 1), there exists a constant Cθ◦ > 0 such that Θ(θ◦r) ≤ Cθ◦Θ(r) for all r ∈ (0, 1). (11.24)

Also, by (11.23) and the definition of Ωk, there exists λ′k ∈ [λk, 1] such that

Ωk(λk) = (λk/λ
′
k)

3−ε2/2Θ(λ′krk) = max
λ′∈[λ′

k,1]
(λk/λ

′)3−ε2/2Θ(λ′rk) ≥ (λk)
3−ε2/2Θ(rk).

Thanks to these two facts we deduce that λ′k → 0. Also, by the maximality of λ′k,

Ωk(τ) = (τ/λ′k)
3−ε2/2Θ(λ′krk) ∀ τ ∈ [λk, λ

′
k],

and by the definitions of Θ and Ωk we deduce that

A(λ′krk) = Θ(λ′krk) = Ωk(λ
′
k). (11.25)
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We now define

W k :=
(u− p2 − p∗3 − aλkrkΨ)λ′

krk

Ωk(λ
′
k)

.

By (11.25) we have

∥W k∥L2(C1) ≥ 1.

Also, by construction,∥∥W k(R · , R2 · )
∥∥
L2(C1)

≤

{
CR3−ε2/2 for R ∈ [1, 1/λ′k]

C(1/λ′k)
3−ε2/2(R/λ′k)

3+α for R ∈ [1/λ′k, 1/(λ
′
krk)].

(11.26)

Hence, repeating the same reasoning as in Step 1 above, we find that W k → W̃ where

∥W̃∥L2(C1) ≥ 1, HW̃ = 0 in {xn ̸= 0}, W̃ = 0 on {xn = 0}.

Furthermore, thanks to (11.26) and the fact that λ′k → 0, W̃ satisfies the sub-cubic growth∥∥W̃ (R · , R2 · )
∥∥
L2(C1)

≤ CR3−ε2/2 for all R ≥ 1.

This implies that W̃ is a caloric polynomial of degree 2 on each side of the hyperplane {xn = 0}. On the

other hand, using (11.26) again, we can repeat the argument in Step 2 above to show that H̃
(
ρ, W̃

)
≤ C1ρ

5

for all ρ > 0 (cp. (11.17)). This implies that W̃ ≡ 0, a contradiction. □

12. An estimate of order 3 + β at “most” singular points

In this section we prove that, at “most” points of Σ∗, we have a decay of order 3 + β as in the definition
below. This result is based on Proposition 11.3 and a delicate GMT covering argument.

Definition 12.1. Denote by Σ⋄ the set of points (x◦, t◦) ∈ Σ∗ such that, for some positive numbers β and r◦
(which may depend on the point), we have∥∥(u(x◦ + · , t◦ + · )− p2,x◦,t◦ − p∗3,x◦,t◦

)
r

∥∥
L2(C1)

≤ r3+β for all r ∈ (0, r◦). (12.1)

We want to show the following:

Proposition 12.2. Assume that u : B1 × (−1, 1) → [0,∞) is a solution of (3.1). Then,

dimH
(
πx(Σ

∗ \ Σ⋄)
)
≤ n− 2.

We will prove Proposition 12.2 by carefully exploiting Proposition 11.3, combined with some delicate
covering arguments.

Let δ > 0 be given by Corollary 11.2, and ℓ ∈ N. Also, let ε > 0 to be fixed later. Given (x◦, t◦) ∈ Σ∗
δ,ℓ,

let κ◦ = ⌊log2 r◦⌋+ 1. For j ≥ kx◦,t◦ we define

Nε(x◦, t◦, j) := #
{
i ∈ {κ◦, . . . , j} : (11.5) applied to u(x◦ + · , t◦ + · ) does not hold at scale r = 2−i

}
,

and

ωε(x◦, t◦) := lim inf
j→∞

Nε(x◦, t◦, j)

j
. (12.2)

Notice that ωε is nonincreasing in ε.
The goal of this section will be to prove the following two properties:

(i) if ωε(x◦, t◦) > 0 for some ε > 0, then (x◦, t◦) ∈ Σ⋄;

(ii) for any ℓ ∈ N, the πx-projection of the set {(x◦, t◦) ∈ Σ∗
δ,ℓ : ωε(x◦, t◦) = 0 ∀ ε > 0} has Hausdorff

dimension at most n− 2.

The implication (i) will follow by Proposition 11.3(2), thanks to the definition of ω(x◦, t◦). It is the
content of the following:

Lemma 12.3. Assume that ωε(x◦, t◦) > 0 for some ε > 0. Then there exist r◦, β > 0 such that (12.1) holds.
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Proof. For notational simplicity we assume that (x◦, t◦) = (0, 0). By assumption there exists N◦ ∈ N such
that

ωε(0, 0) := lim inf
j→∞

Nε(0, 0, j)

j
≥ 2

N◦
.

Hence, there exists j◦ such that
N(0, 0, j)

j
≥ 1

N◦
∀ j ≥ j◦.

This means that there exists a set Iε ⊂ {κ◦, . . .} such that

(11.5) does not hold at scales r = 2−i for all i ∈ Iε, #
{
Iε ∩ {κ◦, . . . , j}

}
≥ j

N◦
∀ j ≥ j◦.

In particular, given ε1 > 0, up to taking j◦ larger if needed (depending on ε1), it follows from Proposition
11.3(1) that

A(2−i) ≤ ε1Θ(2−i), whenever i ∈ Iε.
Also, given ε2 > 0, it follows from Proposition 11.3(2) (and the fact that A ≤ Θ) that

A(λ2−i) ≤ λ3−ε2 Θ(2−i), whenever i ̸∈ Iε and λ ∈ (0, λε2).

We now start to fix the different parameters.
First, we set β := 1

8N◦
and choose ε2 > 0 small enough so that

(3− ε2)

(
1− 1

N◦

)
+

10

3N◦
≥ 3 + 2β. (12.3)

Then, we fix M ∈ N such that 2−M < λε2 and we note that, by the definition of A (see Proposition 11.3)

i ∈ Iε ⇒ A(λ2−i) ≤ λ−(n+2)A(2−i) ≤ λ−(n+2)ε1Θ(2−i).

Hence, choosing ε1 > 0 small so that 2(n+2)Mε1 ≤ 2−
10
3
M , it follows from the bound above and the definition

of Θ (see Proposition 11.3 and recall that α̂ = 1/3) that

i ∈ Iε ⇒ Θ(2−i−M ) ≤ 2−
10
3
MΘ(2−i). (12.4)

Now, to conclude the proof, given k ∈ N such that jk := κ◦ + (kN◦ + 1)M ≥ j◦, we note that there exists
mk ∈ {1, . . . ,M} such that

#
(
Iε ∩ (MZ+ κ◦ +mj) ∩ {κ◦, . . . , jk}

)
≥ k.

Hence, if we set Ĩk :=
(
Iε ∩ (MZ+ κ◦ +mk) ∩ {κ◦, . . . , jk}

)
, it follows from (12.4) that

i ∈ Ĩk ⇒ Θ(2−i−M ) ≤ 2−4MΘ(2−i).

On the other hand, by Proposition 11.3(2) we have

i ∈
(
(MZ+ κ◦ +mk) ∩ {κ◦, . . . , j}

)
\ Ĩk ⇒ Θ(2−i−M ) ≤ 2−(3−ε2)MΘ(2−i).

Combining these two informations and recalling that #Ĩk ≥ k, it follows from (12.3) that

Θ(2−(κ◦+mk+kN◦M)) ≤ 2−(
10
3
M #Ĩk+(3−ε2)[kN◦M−#Ĩk])Θ(2−(κ◦+mk))

≤ 2−[10/3+(3−ε2)(N0−1)]kMΘ(2−(κ◦+mk)) ≤ 2−(3+2β)kN◦MΘ(2−(κ◦+mk)).

Since mk ∈ {0, . . . ,M − 1}, using (11.24) we get

Θ(2−(κ◦+M+kN◦M)) ≤ CM2−(3+2β)kN◦MΘ(2−κ◦) ∀ k ∈ N,

for some constant CM depending only on M . Thus, by (11.24) and the definition of Θ we get

A(r) ≤ Θ(r) ≤ CN0,M,κ0r
3+2β for r ∈ (0, 2−κ◦),

and the lemma follows by choosing r◦ sufficiently small. □

We now want to show property (ii). This will follow from the following GMT results.
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Lemma 12.4. Let m ≤ n be positive integers. Given α ∈ (0, 1) there exists ρ◦ > 0 so that, for any ρ ≤ ρ◦,
there exist small constants εα,ρ, ωα,ρ > 0 such that the following statement holds for ε ≤ εα,ρ and ω ≤ ωα,ρ.

Let E ⊂ B1/2(z) ⊂ Rn for some z ∈ Rn. For every x ∈ E and j ≥ 1, define

N ε,ρ
m (E, x, j) := #

{
i ∈ {0, . . . , j} : E ∩Bρi(x) ⊂ y + L+Bρiε

for some y ∈ Rn and L ⊂ Rn linear subspace with dim(L) ≤ m
}
.

(12.5)

Assume that, for some j ≥ 1, we have

N ε,ρ
m (E, x, j) ≥ (1− ω)j for all x ∈ E.

Then E can be covered by ρ−(m+α)j balls of radius ρj.

To prove it, we will need the following simple result (see [FRS20, Lemma 7.2]):

Lemma 12.5. Let Br(x) ⊂ Rn be an open ball, and L be a m-dimensional linear subspace (not necessarily
passing through x). Let β1 > m. Then there exists τ̂ = τ̂(m,β1) > 0 such that the following holds.

Let F ⊂ Rn satisfy

F ⊂ Br(x) ∩ {y : dist(y, L) ≤ τr}, for some 0 < τ ≤ τ̂ , x ∈ Rn, r > 0.

Then F can be covered with γ−β1 balls of radius γr centered at points of F , where γ := 5τ .

We now prove Lemma 12.4.

Proof of Lemma 12.4. We will prove the following:

Claim. Let ℓ ≥ 1 and 0 ≤ k ≤ ℓ. If E ⊂ B1/2(z) satisfies

N ε,ρ
m (E, x; ℓ) ≥ k for all x ∈ E, (12.6)

then E can be covered by ρ−(n+α)(ℓ−k)ρ−(m+α)k balls of radius ρℓ.

To prove the Claim, we shall proceed by induction on ℓ ≥ 1. However, we remark first that the case k = 0
and ℓ arbitrary, we simply use that E ⊂ B1/2 to deduce that E can be covered by Cnρ

n ≤ 1 ≤ ρ−(n+α) balls
of radius ρ (for ρ small). Hence, in the induction procedure, we can assume that k ≥ 1.

• The case ℓ = 1. In this case the only option is ℓ = k = 1. Then the assumption N ε,ρ
m (E, x, 1) ≥ 1 implies

E ∩ B1/2(x) ⊂ y + L + Bε, so Lemma 12.5 with τ = ρ/5 and r = 1/2 yields that E can be covered by

ρ−(m+α) balls of radius ρ (provided ρ is small enough so that τ ≤ τ̂ , and then ε is chosen sufficiently small
so that ε ≤ τr).

• The inductive step. Assume that the claim is true for ℓ− 1 ≥ 1 and for all k = 1, . . . ℓ− 1. We now prove
it for ℓ, and k = 1, . . . , ℓ. There are two cases to consider.

- Case 1. Assume there exists x ∈ E such that

E ∩B1(x) ⊂ x+ L+Bε. (12.7)

Then, since E ⊂ B1/2(z), as before we can apply Lemma 12.5 to deduce that E can be covered (provided

ρ and ε are chosen small enough) by ρ−(m+α) balls of radius ρ/2. Let us call these balls {Bρ/2(zq)}q∈I ,
#I ≤ ρ−(m+α).

Now, for any q ∈ I we define Eq :=
1
ρ

(
E ∩Bρ/2(zq)

)
⊂ B1/2(zq/ρ) and we observe that, thanks to (12.6),

N ε,ρ
m (Eq, x; ℓ− 1) ≥ k − 1 ∀ q ∈ I.

Therefore, by induction hypothesis, each set Eq can be covered by ρ−(n+α)(ℓ−k)ρ−(m+α)(k−1) balls of radius

ρℓ−1. This implies that the union of all these balls multiplied by a factor ρ covers E, and the total number
of such balls is ρ−(n+α)(ℓ−k)ρ−(m+α)(k−1)#I ≤ ρ−(n+α)(ℓ−k)ρ−(m+α), as desired.

- Case 2. Assume that for none of the points x ∈ E (12.7) holds. In particular this implies that k ≤ ℓ− 1
and therefore, thanks to (12.6), for all x ∈ E we have

k ≤ N ε,ρ
m (E, x; ℓ) = #

{
i ∈ {1, . . . , ℓ} : E ∩Bρi(x) ⊂ x+ L+Bρiε

}
. (12.8)

(Note that, in the formula above, i ≥ 1 instead of i ≥ 0 as in the definition of N ε.)
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Now, let us cover the ball B1/2(z) by ρ
−(n+α) balls {Bρ/2(zq)}q∈I of radius ρ/2. In particular these balls

cover E. As in Case 1 we define Eq :=
1
ρ

(
E ∩Bρ/2(zq)

)
⊂ B1/2(zq/ρ), and it follows from (12.8) that

N ε,ρ
m (Eq, x; ℓ− 1) ≥ k ∀ q ∈ I.

By induction hypothesis, each set Eq can be covered by ρ−(n+α)(ℓ−1−k)ρ−(m+α)k balls of radius ρℓ−1, and

therefore E can be covered by ρ−(n+α)(ℓ−1−k)ρ−(m+α)k#I ≤ ρ−(n+α)(ℓ−k)ρ−(m+α) balls of radius ρℓ. Thus,
the Claim is proved.

Using the Claim, we finally show the result. Indeed, setting ℓ = j and k = ⌊(1 − ω)j⌋, we know that

for any α̂ > 0 the set E can be covered by ρ−(n+α̂)(j−⌊(1−ω)j⌋)−(m+α̂)⌊(1−ω)j⌋ ≤ ρ−(m+α̂+(n−m)ω)j−1 balls of
radius ρj . Choosing α̂ < α− (n−m)ω, the result follows by ensuring that ρ is sufficiently small. □

Lemma 12.6. Let E ⊂ Rn. Given ε, ω > 0 small and m ≤ n, assume that

lim sup
j→∞

N
ε,1/2
m (E, x, j)

j
≥ 1− ω ∀x ∈ E, (12.9)

where N
ε,1/2
m is defined as in (12.5). Then

dimH(E) ≤ m+ α,

where α(n, ε, ω) → 0 as (ε, ω) → (0, 0).

Proof. Up to taking countable unions of we may assume that E ⊂ B1/2(z) for some z ∈ Rn.

We being by observing that, as a consequence of (12.9) and the definition N
ε,1/2
m ,

lim sup
j→∞

N ε,2−M

m (E, x, j)

j
≥ 1−Mω ∀M ≥ 1. (12.10)

Hence we fix ρ := 2−M with M sufficiently large so that 2−M ≤ ρ◦, where ρ◦ is given by Lemma 12.4.
Now, given k ∈ N large, we define

j(x, k) := min{ j ≥ k : N ε,ρ
m (E, x, j) ≥ (1− 2Mω)j }.

Thanks to (12.10), we can partition E as

E =
∞⋃
ℓ=k

Eℓ with Eℓ := {x ∈ E : j(x, k) = ℓ}.

Hence, given α > 0, provided ε, ω are small enough we can apply Lemma 12.4 to deduce that Eℓ ⊂ E ⊂
B1/2(z) can be covered by ρ−(m+α/2)ℓ balls of radius ρℓ. Therefore, E can be covered by balls of radius

ri = ρℓi with ℓi ≥ k and #{i : ℓi = ℓ} ≤ ρ−(m+α/2)ℓ. This implies that

Hm+α
2−k (E) ≤ Cm+α

∑
i

rm+α
i ≤ Cm+α

∞∑
ℓ=k

ρ−(m+α/2)ℓ(ρℓ)m+α = Cm+α

∞∑
ℓ=k

(ρα/2)ℓ,

and the right hand side can be made arbitrarily small by choosing k large. This proves that Hm+α(E) = 0,
and therefore dimH(E) ≤ m+ α, as desired.

□

We will also need the following modification of Lemma 12.6.

Proposition 12.7. Let E ⊂ Rn × R. Given ε, ω > 0 small, m ≤ n, (x, t) ∈ E, and j ≥ 1, define

Ñ ε,ρ
m (E, x, t, j) := #

{
i ∈ {0, 1, . . . , j} : πx

(
E ∩ (Bρi(x)× (−∞, t])

)
⊂ x+ L+Bρiε

for some linear subspace L ⊂ Rn with dim(L) = m
}
.

Assume that

lim sup
j→∞

Ñ
ε,1/2
m (E, x, t, j)

j
≥ 1− ω ∀ (x, t) ∈ E. (12.11)
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Then
dimH

(
πx(E)

)
≤ m+ α,

where α(n, ε, ω) → 0 as (ε, ω) → (0, 0).

Proof. Fix α > 0, and let ρ = 2−M with M chosen large enough so that ρα/4 ≤ 1
4 and ρ ≤ ρ◦, with ρ◦ given

by Lemma 12.4. Up to taking countable unions, we may assume that πx(E) ⊂ B1/4(z)× [−1, 1]. Also, as in
the proof of the previous lemma, (12.11) implies

lim sup
j→∞

Ñ ε,ρ(E, x, j) ≥ 1−Mω.

Hence, given k ∈ N large, we define

j(x, k) := min{ j ≥ k : Ñ ε,ρ
m (E, x, j) ≥ (1− 2Mω)j },

and we partition

E =

∞⋃
ℓ=k

Eℓ with Eℓ := {x ∈ E : j(x, k) = ℓ}.

Since
Ñ ε,ρ

m (Eℓ, x, t, ℓ) ≥ (1− 2Nω)ℓ ∀ (x, t) ∈ Eℓ,

for any (x, t) ∈ Eℓ there exist a subset σx,t ⊂ {0, . . . , ℓ} satisfying

#σx,t ≥ (1− 2Nω)ℓ and πx
(
E ∩ (Bρi(x)× (−∞, t])

)
⊂ x+ Lx,i +Bρiε ∀ i ∈ σx,t,

where Lx,t,i ⊂ Rn is some liner subspace with dim(L) = m.
Let us further decompose each Eℓ as follows:

Eℓ =
⋃
ℓ∈N

σ⊂{0,...,ℓ}

Eℓ,σ where Eℓ,σ := {(x, t) ∈ Eℓ : σx,t = σ},

and let us show that

N ε/ρ,ρ
m (πx(Eℓ,σ), x, t, ℓ) ≥ (1− 2Mω)ℓ− 1 ≥ (1− 3Mω)ℓ ∀ (x, t) ∈ Eℓ,σ, (12.12)

provided that ℓ is large enough, where N ε,r
m is defined as in (12.5) .

Indeed, by the definition of Eℓ,σ we have

πx
(
Eℓ,σ ∩ (Bρi(x)× (−∞, t])

)
⊂ x+ Lx,t,i +Bρiε ∀ (x, t) ∈ Eℓ,σ, ∀ i ∈ σ. (12.13)

The first important observation is that (12.13) holds also for all (x̄, t̄) in the closure Eℓ,σ of Eℓ,σ, provided

that we define Lx̄,t̄,i for (x̄, t̄) ∈ Eℓ,σ \ Eℓ,σ as a limit of hyperplanes Lx,t,i for (x, t) ∈ Eℓ,σ converging to
(x̄, t̄).

Now, given (x, t) ∈ Eℓ,σ and i ∈ {1, . . . , ℓ} such that (i− 1) ∈ σ, we choose t̄ := maxπt
(
Bρi(x)× [−1, 1]∩

Eℓ,σ

)
and let (x̄, t̄) ∈ Bρi(x) × [−1, 1] ∩ Eℓ,σ a corresponding point of “maximal time”. Since (i − 1) ∈ σ,

then (12.13) holds for the point (x̄, t̄) with i replaced by i− 1. Thus, using that Bρi(x) ⊂ Bρi−1(x̄), we get

πx
(
Eℓ,σ

)
∩Bρi(x) ⊂ πx

(
Eℓ,σ ∩ (Bρi−1(x̄)× (−∞, t̄])

)
⊂ x̄+ Lx̄,t,i +Bρi−1ε.

In other words, for any given (x, t) ∈ Eℓ,σ and for all scales i ∈ {1, 2, . . . , ℓ} such that (i− 1) ∈ σ (a set of
cardinality at least (1− 3Mω)ℓ), we have

πx
(
Eℓ,σ

)
∩Bρi(x) ⊂ y + L+Bρiε/ρ,

for some y ∈ Rn and a linear subspace L ⊂ Rn of dimension m. Thus (12.12) follows.
To conclude, choosing ω and ε small enough and applying Lemma 12.4, we deduce that πx(Eℓ,σ) ⊂ B1/2(z)

can be covered by ρ−(m+α/4)ℓ balls of radius ρℓ. Therefore, since the set of all possible choices of σ ∈ {0, . . . , ℓ}
has 2ℓ+1 elements, we see that each set πx(Eℓ) can be covered by 2ℓ+1ρ−(m+α/4)ℓ balls of radius ρℓ. Since ρ

was chosen so that ρα/4 ≥ 1
4 , this implies that πx(Eℓ) can be covered by ρ−(m+α/2)ℓ balls of radius ϱℓ.

Adding these bounds over ℓ ≥ k and letting k → ∞, we conclude that πx(Eℓ) has zero Hm+α-measure
(cp. proof of Lemma 12.6). □
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We can finally prove Proposition 12.2.

Proof of Proposition 12.2. Let δ > 0 be given by Corollary 11.2, and split Σ∗ = ∪ℓΣ
∗
δ,ℓ. It suffices to show

that dimH(Σ
∗
δ,ℓ \ Σ⋄) ≤ n− 2.

For any ε > 0 and any (x◦, t◦) ∈ Σ∗
δ,ℓ, let ωε be given by (12.2). By Lemma 12.3, if ωε(x◦, t◦) > 0 then

(x◦, t◦) ∈ Σ⋄. On the other hand, Proposition 12.7 applied with m = n − 2 and E = Σ∗
δ,ℓ implies that

dimH({(x◦, t◦) ∈ Σ∗
δ,ℓ : ωε(x◦, t◦) = 0 for all ε > 0}) ≤ n− 2. Thus dimH(Σ

∗
δ,ℓ \ Σ⋄) ≤ n− 2. □

13. Enhanced decay towards polynomial Ansatz

In this section we will show that, once we have an estimate of order 3 + β for some β > 0 at a singular
point, then we can actually prove a C∞ estimate.

Assume without loss of generality that (0, 0) ∈ Σ⋄ (see Definition 12.1). Then there exist β ∈ (0, 18) and
C◦ > 0 such that ∥∥(u− p2 − p∗3)r

∥∥
L2(C1)

≤ C◦r
3+2β for all r ∈ (0, 1). (13.1)

Moreover, we may choose coordinates so that p2 =
1
2x

2
n and p∗3 = a|xn|(x2n + 6t) + p3.

In the following result, and throughout this section, we denote

Ωβ
R :=

{
(x, t) ∈ Rn × R : |x| < R(−t)

1
2+β , t ≤ 0

}
.

Recall that Cr := Br× (−r2, 0) denotes a parabolic cylinder. Also, , to avoid unnecessary parentheses, given
z ∈ R we denote z2+ = (z+)

2 (and analogously for z2−).

Theorem 13.1. Let u : B1 × (−1, 1) → [0,∞) be a solution of (3.1) and assume (0, 0) ∈ Σ⋄. Then there
exists r◦ > 0, depending only on n, β, and C◦, such that inside

V := Ωβ
1 ∩ Cr◦

the positivity set {u > 0} has two connected components and u = u(1)+u(2) in V , where u(i) are two solutions
of the parabolic obstacle problem inside V with disjoint supports satisfying

u(1)(rx, r2t)

r2
→ 1

2
(xn)

2
+ and

u(2)(rx, r2t)

r2
→ 1

2
(xn)

2
− as r → 0. (13.2)

This result will allow us to break the function u —which has a singular point at the origin— into two
separate functions u1 and u1 that behave as if the origin was a regular point for each of them. This is

because, with the parabolic scaling, the domain Ωβ
R near the origin is almost equivalent to a full cylinder.

To prove Theorem 13.1 we need a barrier argument to show that the contact set {u = 0} splits Ωβ
1 ∩ Cr◦

into two disconnected pieces. This barrier is constructed in the following:

Lemma 13.2. Let u : B1 × (−1, 1) → [0,∞) be a solution of (3.1), and assume that (0, 0) ∈ Σ⋄, i.e., u
satisfies 13.1. Choose coordinates so that p2 =

1
2x

2
n and p∗3 = a|xn|(x2n + 6t) + p3.

Then there exists r◦ > 0, depending only on n, β, and C◦, such that

{xn + p3/xn = 0} ∩ Ωβ
1 ∩ Cr◦ ⊂ {u = 0}.

(Recall that p3(x, t) is an odd polynomial, hence it is divisible by xn.)

Proof. First of all we note that, by exactly the same argument as the one given in Step 2 of the proof of
Lemma 11.1, the L2 bound from (13.1) can be upgraded to and L∞ (up to enlarging the constant C◦).
Therefore, we may assume that∥∥u− p2 − p∗3

∥∥
L∞(Cr)

≤ C◦r
3+2β for all r ∈ (0, 1), (13.3)

where β ∈ (0, 18).

Now, let P (x, t) := 1
2(xn + p3(x, t)/xn)

2 and fix (x̄, t̄) ∈ {P = 0} ∩ Ωβ
1 ∩ Cr◦ , with r◦ small to be chosen.

We need to prove that u(x̄, t̄) = 0.
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First observe that, since p∗3 = a|xn|(x2n + 6t) + p3 with a ≥ c1 > 0 (see Lemma 9.8), (13.3) implies that

1

r3
(u− P )r ≤ c|xn|t+ C|xn|3 + C◦r

2β in C2. (13.4)

We will use a modification of the proof of Lemma 10.2, using as barrier

Ψȳ,s̄(x, t) := r−3P r(x, t) + rβ
(
|x′ − ȳ′|2 − (t− s̄)− 2n r−2P r(x, t)

)
,

where (ȳ, s̄) ∈ {P r = 0} ∩ C1 is any given point satisfying s̄ ≤ rβ.
Note that HP r = r2 +O(r4) inside C1. Hence, for r sufficiently small we have

HΨȳ,s̄ ≤
1

r
+ Cr + Crβ

(
2(n− 1) + 1− 2n(1 +O(r2))

)
≤ 1

r
.

Consider now the domain Uϱ :=
{
|x′ − ȳ′| ≤ 1

10 , |xn| ≤ ϱ, − 1
10 ≤ t− s̄ ≤ 0

}
with ϱ := r2β/3. Using (13.4)

and the fact that r−2P r =
1
2x

2
n +O(r) and s̄ ≤ rβ, on ∂parUϱ ∩ {|xn| = ϱ} we have

r−3ur −Ψȳ,s̄ ≤ 2n rβr−2P r +
c

2
s̄ϱ+ Cϱ3 + C◦r

2β

≤ 2n rβ(ϱ2 + Cr)− c

2
rβϱ+ Cϱ3 + C◦r

2β ≤ Cr2β − c

2
r5β/3 < 0

for r small enough. Also it is easy to show that also r−3ur − Ψx̄,t̄ ≤ 0 on the remaining pieces of ∂parUϱ,

thanks to the positive term rβ
(
|x′ − ȳ′| − (t− s̄)

)
appearing in the definition of Ψȳ,s̄.

Hence, since r−3Hur =
1
r ≥ HΨȳ,s̄ inside {ur > 0} and Ψȳ,s̄ is nonnegative, it follows from the maximum

principle that

0 ≤ r−3ur ≤ Ψȳ,s̄ in Uϱ.

In particular, evaluating at (ȳ, s̄) we obtain 0 ≤ r−3ur(ȳ, s̄) ≤ Ψȳ,s̄(x̄, t̄) = 0. Since (ȳ, s̄) ∈ {P r = 0} ∩ C1

was an arbitrary point satisfying s̄ ≤ rβ, after rescaling we obtain

u = 0 on {P = 0} ∩ Cr ∩
{
t ≤ −r2+β

}
whenever r is sufficiently small, as desired. □

We can now prove Theorem 13.1.

Proof of Theorem 13.1. Using Lemma 13.2 we see that {u > 0} is split into two connected components inside

Ωβ
1∩Cr◦ — the number of connected components cannot be larger since ∂nnu ≥ 0 in Br◦×(−r2◦, r2◦) thanks to

Lemma 3.8. Then u = u(1)+u(2), where u(1) and u(2) are respectively supported in {xn+p3(x, t)/xn > 0} and
{xn+p3(x, t)/xn < 0} inside Ωβ

1 ∩Cr◦ . Finally, (13.2) follows from the convergence r−2u(rx) → 1
2x

2
n and the

fact that, after rescaling, the positivity set of u(1) (resp. u(2)) converges to {xn > 0} (resp. {xn < 0}). □

Once u is split into two separate functions u(1) and u(2) in Ωβ
R ∩Cr◦ , we now look for a C∞ expansion for

each of these two functions. For this, we need first to construct a series of ansatz for the Taylor expansion
of these functions.

Definition 13.3. Let k ≥ 3, and let (Qℓ)2≤ℓ≤k−1 be a family of polynomials such that Qℓ = Qℓ(x, t)
is (parabolically) homogeneous of degree ℓ and satisfies H(xnQℓ) ≡ 0. We define the polynomial Ak =
Ak[Q2, . . . , Qk−1] as follows.

For the base case k = 3, we set

A3 = A3[Q2](x, t) := xn +Q2(x, t) + xnR2(x, t),
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where R2 is the unique 2-homogeneous caloric polynomial satisfying9

H

(
1

2
(Q2)

2 + x2nR2

)
= 0. (13.5)

Note that (13.5) is equivalent to

H

(
1

2
A 2

3

)
= 1 +O

(
(|x|+ |t|1/2)3

)
.

For k ≥ 3, we inductively define

Ak+1

[
(Qℓ)2≤ℓ≤k

]
:= Ak

[
(Qℓ)2≤ℓ≤k−1

]
+Qk + xnRk,

where Rk is a k-homogeneous caloric polynomial characterized by the identity

H

(
1

2
A 2

k+1

)
= 1 +O

(
(|x|+ |t|1/2)k+1

)
. (13.6)

As before, this equation has exactly one solution Rk. Indeed, since Ak = xn + O(|x|2 + |t|), it follows by
induction that

H

(
1

2
A 2

k+1

)
= H

(
1

2
A 2

k + xnQk +Q2Qk−1 + x2nRk

)
+O

(
(|x|+ |t|1/2)k+1

)
Hence, if we define

H

(
1

2
A 2

k + xnQk +Q2Qk−1

)
=: 1 +

k∑
j=0

xk−j
n Tk,j(x

′) +O
(
(|x|+ |t|1/2)k+1

)
and write

Rk :=

k∑
j=0

xk−j
n Sk,j(x

′),

then (13.6) is equivalent to

k∑
j=0

(k − j + 2)(k − j + 1)xk−j
n Sk,j(x

′) +
k−2∑
j=0

xk−j
n HSk,j+2 = −

k∑
j=0

xk−j
n Tk,j(x

′).

This leads to a triangular system, whose unique solution is given by

Sk,k = −1

2
Tk,k, Sk,k−1 = −1

6
Tk,k−1, Sk,j = − 1

(k − j + 2)(k − j + 1)
(Tk,j+HSk,j+2) for j ∈ {0, . . . , k−2}.

The previous definition aims to construct a Taylor expansion which is compatible with the PDE satisfied
by our solution. However, the previous formulas do not take care of possible translations and rotation. This
is the purpose of the next definition.

9The fact that (13.5) has exactly one solution can be shown as follows: write

H

(
1

2
(Q2)

2

)
=: T2,2(x

′) + xnT2,1(x
′) + x2

nT2,0,

where T ℓ
2 is an ℓ-homogeneous polynomial in the variables x′, and

R2 = S2,2(x
′) + xnS2,1(x

′) + x2
nSx,0,

where S2,ℓ is a ℓ-homogeneous polynomial in the variables x′. Then (13.5) amounts to

2S2,2(x
′) + 6xnS2,1(x

′) + x2
n(12S2,0 +HS2,2) = −T2,2(x

′)− xnT2,1(x
′)− x2

nT2,0,

which leads to a linear system with triangular structure, for which the unique solution is given by

S2,2 = −1

2
T2,2, S2,1 = −1

6
T2,1, S2,0 = − 1

12
(T2,0 +HS2,2).
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Definition 13.4. Let k ≥ 3, and let (Qℓ)2≤ℓ≤k−1 be a family of parabolically homogeneous polynomials of
degree ℓ satisfying H(xnQℓ) ≡ 0. Then, given τ ∈ R and a rotation R ∈ SO(n), we define

Pk = Pk

[
Q2, . . . , Qk−1, τ,R

]
(x, t)

by

Pk(x, t) :=
1

2

(
Ak

[
Q2, . . . , Qk−1

])2
+
(R(x+ τen), t),

where Ak is given in Definition 13.3.

Our next goal will be to prove an ε-regularity result in the domain Ωβ
R. Notice that this result is for

“one-sided” solutions, i.e., it will be applied separately to u(1) and u(2).

Theorem 13.5. Given α ∈ (0, 1), β > 0, k ≥ 4, and δ ∈ (0, 1), there exist positive constants r̄ and ε◦,
depending only on n, β, and k, such that the following holds.

Let u satisfy Hu = χ{u>0}, u ≥ 0, and ∂tu ≥ 0 inside Ωβ
1 ∩ C1. Assume that u(0, 0) = 0 and∥∥∥∥u− 1

2
(xn)

2
+

∥∥∥∥
L∞(Ωβ

1∩Cr◦ )

≤ ε◦.

Then, for some Ansatz Pk = Pk

[
(Qℓ)2≤ℓ≤k−1, τ,R

]
we have

∥u− Pk∥L∞(Br×(−r2,−δr2)) ≤ rk+1+α

for all r ∈ (0, r̄).

As a corollary of this result, it follows that the free boundary is C∞ near every regular free boundary

point. However, thanks to the fact that our result looks at the solution only inside Ωβ
1 , thanks to Theorem

13.1 it can be applied as well to the case of singular points in Σ⋄.
Before proving Theorem 13.5, we will need several ingredients. We start with a compactness result.

Lemma 13.6. Given n, k, β, α, and ε◦, there exists a positive constant M◦ such that the following holds.

Assume that N◦ ≥M◦ and that w : Ωβ
N◦

∩ CM◦ → R satisfies(∫
Ωβ

N◦∩C1

|w2m |2 + |∇w2m |2 + |∂tw2m |2 dx dt
)1/2

≤ (2m)k+1+α for 0 ≤ m ≤ ⌊log2M◦⌋, (13.7)

where w2m(x, t) := w(2mx, 4mt). Assume in addition that{
|Hw| ≤ 1

M◦
in Ωβ

N◦
∩
(
BM◦ × (−M◦,− 1

M◦
)
)
∩
{
xn ≥ 1

M◦

}
w = 0 in Ωβ

N◦
∩
(
BM◦ × (−M◦,− 1

M◦
)
)
∩
{
xn ≤ − 1

M◦

}
.

(13.8)

Finally, suppose that ∣∣∣∣ ∫ −1

−2

∫
BM◦

(xn)+wQGdxdt

∣∣∣∣ ≤ 1

M◦
(13.9)

for any Q = Q(x, t) parabolically ℓ-homogeneous polynomial for some 0 ≤ ℓ ≤ k which satisfies H(xnQ) = 0.
Then (∫

Ωβ
N◦∩C1

|w|2
)1/2

≤ ε◦.

Proof. We split the proof in two steps.

• Step 1. We show the following classification result for ancient solutions in the whole space. Let w :
Rn × (−∞, 0) → R be such that both |w|2 and |∇w|2 are locally integrable and satisfy(∫

C1

|w2m |2 + |∇w2m |2 + |∂tw2m |2 dx dt
)1/2

≤ (2m)k+1+α for all m ≥ 1, (13.10)

and assume in addition that

Hw = 0 in {xn > 0}, w|{xn≤0} ≡ 0, (13.11)
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and ∫ −1

−2

∫
Rn

(xn)+wQGdxdt = 0 (13.12)

for any polynomial Q = Q(x, t) which parabolically ℓ-homogeneous for some 0 ≤ ℓ ≤ k and satisfies
H(xnQ) = 0. Then,

w ≡ 0.

To show this we notice that, thanks to (13.10) and (13.11), it follows from the Liouville Theorem for the
heat equation that the odd extension of w across {xn = 0} is a caloric polynomial of degree at most k + 1
vanishing on xn = 0. Since (13.12) implies that w must be orthogonal to all such polynomials (recall that
w vanished for xn ≤ 0), we conclude that w ≡ 0.

• Step 2. Since H1
loc(Rn × (−∞, 0]) embeds compactly in L2

loc((Rn × (−∞, 0]), the desired result follows
immediately by compactness as M◦ → ∞. □

We also need the following estimate. Notice that when the integrals below are taken in C2 and C1, then
the estimate is more standard —and we proved it in Lemma 6.1. Now, we need such estimate in the new

domains Ωβ
R, and thus it becomes a bit more delicate.

Lemma 13.7. Fix β ∈ (0, 1), and let ui : C2 → R, i = 1, 2, be two solutions of (6.1) inside Ωβ
R ∩ C2, with

|εi(x, t)| ≤ ε̄ < 1
100 . Set w := u1 − u2. Then, for any θ ∈ (12 , 1) there exist constants R◦, C > 0, depending

only on n, β, and θ, such that∫
Ωβ

θ2R
∩C1

|∇w|2 + |wHw|+ |∂tw|2 ≤ C

(∫
Ωβ

R∩C2

w2 + ε̄2
)

∀R ≥ R◦. (13.13)

Proof. As in the proof of Lemma (6.1) we have

wHw ≥ −2ε̄|w| and ∂twHw ≥ −2ε̄|∂tw|.
The idea is to follow the proof of Lemma (6.1), but multiplying the spatial cut-offs η̃(x) and η(x) by an extra
appropriately chosen space-time cut-off in order to make sure that we only evaluate the equation inside its

domain Ωβ
R ∩ C2.

Set α := 1
2+β and note that α ∈ (1/3, 1/2). The new cut-off will be of the form

ξβR = ξβR(x, t) := ξ

(
|x|

R(−t)
1

2+β

)
for some suitable cut-off ξ ∈ C1,1([0, 1]) satisfying ξ|[0,θ] ≡ 1.

More precisely, we choose ξ ∈ C1,1([0, 1]) which satisfies the following properties:

ξ(s) :=


1 for s ∈ [0, θ]

concave and decreasing for s ∈
[
θ, θ+1

2

]
(1− s)2+p for s ∈

[
θ+1
2 , 1

]
,

where p ∈ (2,∞) satisfies p
p+1 = 2α. It is important to notice that, since ξ′ ≤ 0,

∂tξ
β
R(x, t) ≤ 0.

We claim that

∆ξβR + ∂tξ
β
R ≤ C◦, for (x, t) ∈ Rn × (−4, 0), (13.14)

where C◦ depends only on n, θ, β, but not on R.

Indeed, defining s = s(x, t) := |x|
R(−t)α , since the inequality is trivial for s ≤ θ we have

∆ξβR + ∂tξ
β
R =

1

R2(−t)2α

(
ξ′′(s) +

(n− 1)

s
ξ′(s)

)
+ ξ′(s)

αs

(−t)
≤ ξ′′(s)

R2(−t)2α
+

ξ′(s)

6(−t)
,

where we used that ξ′ ≤ 0 and that αs ≥ 1/6 for s ≥ θ ≥ 1/2. Since ξ is concave and decreasing inside[
θ, θ+1

2

]
, the right hand side above is negative for s ∈

[
θ, θ+1

2

]
. Hence, to prove (13.14) we only need to
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bound the previous expression for s ∈
[
θ+1
2 , 1

]
, where we have ξ(s) = (1 − s)2+p. Recalling that 2α = p

p+1

and writing τ := (1− s)p+1, for R ≥ 1 we obtain

1

R2(−t)2α
ξ′′(s) +

ξ′(s)

−6t
= (2 + p)

(
(1 + p)

R2(−t)2α
(1− s)p +

1

6t
(1− s)p+1

)
=

(2 + p)

6

(
6(1 + p)

R2

(
τ

−t

)2α

−
(
τ

−t

))
≤ Cp,θ ∀ τ ∈ (0, 1),

where we used that 2α ∈ (0, 1). This concludes the proof of (13.14).
We also note that

32|∇ξβR|+ ∂tξ
β
R ≤ 0 for (x, t) ∈ Rn × (−4, 0). (13.15)

Indeed, as before we only need to check the inequality for s ≥ θ, and we have

32|∇ξβ|+ ∂tξβ =
32

R(−t)α
|ξ′(s)| − ξ′(s)

αs

t
≤ 32

R(−t)α
|ξ′(s)|+ ξ′(s)

1

6(−t)
≤ 0,

provided that R ≥ R◦ is large enough.
We can now prove (13.13). As in the proof of Lemma 6.1, let

η̃ = η̃(x) ∈ C∞
c (B5/3) such that η̃ ≡ 1 in B4/3, 0 ≤ η̃ ≤ 1 in B5/3, and |∇η̃|+ |D2η̃| ≤ 10.

Then

d

dt

∫
B5/3×{t}

w2η̃ ξβR + 2

∫
B2×{t}

(wHw + |∇w|2) η ξ̃βR =

∫
B2×{t}

w2(∂t +∆)
(
η̃ξβR

)
=

∫
B2×{t}

w2
(
η̃(∂t +∆)ξβR + 2∇η̃ · ∇ξβR +∆η̃ ξβR

)
.

Note that, thanks to (13.14), η̃(∂t + ∆)ξβR ≤ C◦χB5/3
(x)χ

Ωβ
R
. Also, the term ∇η̃ · ∇ξβR is also bounded

because 1
R(−t)α ∼ 1 on the intersection of the supports of ∇η̃ and ∇ξβR. Therefore, we obtain

d

dt

∫
B5/3×{t}

w2η̃ ξβR + 2

∫
B2×{t}

(wHw + |∇w|2) η̃ ξβR ≤ C

∫
B5/3×{t}

w2χ
Ωβ

R
. (13.16)

Integrating (13.16) with respect to t ∈ (−T∗, 0) where T∗ ∈ (3/2, 2) satisfies∫
(B5/3×{−T∗})∩Ωβ

R

w2ξβR ≤ 10

∫
(B5/3×(−2,0))∩Ωβ

R

w2ξβR,

and recalling that wHw ≥ −2ε̄|w| and that, by construction, η̃ ≡ 1 in B4/3 and ξβR ≡ 1 in Ωβ
θR, we obtain

∫ 0

−3/2

∫
B4/3

(
|wHw|+ |∇w|2

)
χ
Ωβ

θR
≤ C

(∫
(B5/3×(−2,0))∩Ωβ

R

w2 + ε̄|w|
)

≤ C

(∫
(B5/3×(−2,0))∩Ωβ

R

w2 + ε̄2
)
.

This proves the estimates for |∇w|2 and |wHw| in (13.13).
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To control |∂tw|2, we choose a spatial cut-off η ∈ C∞
c (B4/3) such that η ≡ 1 in B1. Since ∂twHw ≥

−2|∂tw|ε̄ we obtain (using the inequality 4ab ≤ 2
M a2 + 2Mb2 and choosing M = 8)

2

∫
B2×{t}

(∂tw)
2η2(ξβθR)

2 +
d

dt

∫
B2×{t}

|∇w|2η2(ξβθR)
2 −

∫
B2×{t}

|∇w|2∂t
[
η2 (ξβθR)

2
]
=

= 2

∫
B2×{t}

(∂tw)
2η2(ξβθR)

2 +

∫
B2×{t}

2∇w · ∇∂tw η2(ξβθR)
2

=

∫
B2×{t}

2(∂tw −∆w) ∂tw η
2(ξβθR)

2 − 4∇w · ∇η ∂tw η (ξβθR)
2 − 4∂tw∇w · ∇ξβθR η

2ξβθR

≤
∫
B2×{t}

4ε̄|∂tw|η2(ξβθR)
2 +

∫
B2×{t}

4M |∇w|2
(
|∇η|2(ξβθR)

2 + |∇ξβθR|
2η2
)
+

4

M
(∂tw)

2η2(ξβθR)
2

≤
∫
B2×{t}

(∂tw)
2η2(ξβθR)

2 + Cε̄2 + 32

∫
B2×{t}

|∇w|2
(
|∇η|2(ξβθR)

2 + |∇ξβθR|
2η2
)
.

Hence, recalling (13.15), since ξβθR is supported in Ωβ
θR, we obtain∫

B2×{t}
(∂tw)

2η2(ξβθR)
2 +

d

dt

∫
B2×{t}

|∇w|2η2(ξβθR)
2 ≤ C

(∫
(B4/3×{t})∩Ωβ

θR

|∇w|2 + ε̄2
)
.

Integrating with respect to t ∈ (−T⋄, 0) where T⋄ ∈ (1, 3/2) is chosen so to satisfy∫
(B4/3×{T⋄})∩Ωβ

θR

|∇w|2η2(ξβθR)
2 ≤ 10

∫
(B4/3×(−3/2,1))∩Ωβ

θR

|∇w|2η2(ξβθR)
2,

and recalling that η ≡ 1 in B1 and ξβθR ≡ 1 in Ωβ
θ2R

, we finally get∫
Ωβ

θ2R
∩C1

|∂tw|2 ≤ C

(∫
Ωβ

R∩C2

|∇w|2 + ε̄2
)
.

This completes the proof of the estimate (13.13), and the Lemma follows. □

Recall now the set of Ansatz given in Definition 13.4. We note that our parametrization of possible Ansatz
given in Definition 13.4 is non-injective: for every S ∈ SO(n) that fixes {xn = 0} we have

Pk

[
τ,RS−1,S∗Q2, . . . ,S∗Qk−1

]
= Pk

[
τ,R, Q2, . . . , Qk−1

]
, where S∗P (x, t) := P (Sx, t). (13.17)

In Lemma 13.9 below, we will consider the set of Ansatz that are a “small perturbation” of 1
2(xn)

2
+, and it

will be convenient to provide an injective and smooth parametrization of such subset.

Definition 13.8. Given δ > 0 small, let

Nδ :=
{
Pk

[
τ,R, Q2, . . . , Qk−1

]
: |τ | ≤ δ, |Ren − en| ≤ δ, maxℓ ∥Qℓ∥L2(Q1) ≤ δ

}
.

Our goal is to find a smooth bijective parameterization of Nδ. Keeping (13.17) in mind, given e ∈ Sn−1

with |e− en| ≤ δ we define

Re := argmin
{
∥R− Id∥HS : R ∈ SO(n), Ren = e

}
.

Note that Re is a rotation of angle ∠(en, e) in the plane generated by en and e and leaves all the vectors
orthogonal to this plane invariant (when e = en then Re = Id). So, it makes sense to consider the map(

τ, e,Q2, . . . , Qk−1

)
7−→ Pk

[
τ,Re, Q2, . . . , Qk−1

]
, (13.18)

and we want to show that it is a bijection for δ small.
For technical convenience, instead of considering Pk, it makes sense to replace it with the polynomial of

degree 2k that equals Pk inside {Pk > 0}, namely

Pk(x, t) =
1

2

(
Ak

[
Q2, . . . , Qk−1

])2
+
(R(x+τen), t) ⇝ P̃k(x, t) =

1

2

(
Ak

[
Q2, . . . , Qk−1

])2
(R(x+τen), t).

(13.19)
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In this way, the map (13.18) takes value in the smooth manifold of 2k homogeneous polynomials. In the
next lemma we compute the differential of this map at τ = 0, e = en, (Qℓ) = 0, and prove that it is a

smooth diffeomorphism for δ small. Also, we show that P̃k is completely determined, in a continuous way,
by its coefficients of degree ≤ k.

Lemma 13.9. Let Pk,Nδ be as in Definitions 13.4 and 13.8. For Pk ∈ Nδ, let P̃k denote the polynomial
of degree 2k which equals Pk in {Pk > 0}, see (13.19). Then, the differential of the map(

τ, e,Q2, . . . , Qk−1

)
7→ P̃k

[
τ,Re, Q2, . . . , Qk−1

]
(13.20)

at the point O :=
(
τ = 0, e = en, Q2 = 0, . . . , Qk−1 = 0

)
has the following diagonal structure:

d

dε

∣∣∣∣
ε=0

P̃k

[
ετ ′,Ren , 0, . . . , 0

]
= xnτ

′

d

dε

∣∣∣∣
ε=0

P̃k

[
0,R en+εe′

|en+εe′|
, 0, . . . , 0

]
= xn(x · e′)

d

dε

∣∣∣∣
ε=0

P̃k

[
0,Ren , 0, . . . , εQ

′
ℓ, . . . , 0

]
= xnQ

′
ℓ for 2 ≤ ℓ ≤ k − 1

(13.21)

where τ ′ ∈ R, e′ ∈ Sn−1∩{xn = 0}, and Q′
ℓ are homogeneous polynomials of degree ℓ satisfying H(xnQ

′
ℓ) = 0.

In particular, (13.20) gives a diffeomorphic parametrization of Nδ.

Moreover, for 0 ≤ i ≤ 2k, let ϖi[P̃k] denote the i-homogeneous part of P̃k. Then the differential of the
map (

τ, e,Q2, Q3, . . . , Qk−1

)
7→
(
ϖ1

(
P̃k

)
, ϖ2

(
P̃k

)
, . . . , ϖk

(
P̃k

))
at O has maximal rank. In particular there exists δk > 0 small enough such that, inside Nδk , the whole

polynomial P̃k is determined (in a continuous way) by its coefficients of terms of degree ≤ k.

Proof. The result follows from a direct computation, recalling that

P̃k

[
τ,Re, Q2, Q3, . . . , Qk−1

]
(x, t) =

1

2

(
xn +Q2 + xnR2 + · · ·+Qk−1 + xnRk−1

)2
(Rex+ τen, t).

Also, for δ small, the map is a diffeomorphism thanks to the implicit function theorem. □

Combining all the previous results we can now prove the following result, from which we will deduce
Theorem 13.5.

Proposition 13.10. Given α ∈ (0, 1), β > 0, and k ≥ 3, let δ = δk be given by Lemma 13.9. There exist
positive constants N◦ and ε◦, depending only on n, β, and k, such that the following holds.

Let u satisfy Hu = χ{u>0}, u ≥ 0, and ∂tu ≥ 0 inside Ωβ
N◦

∩ C1. Assume that, for some integer j ≥ N◦

and a sequence of Ansatz P
(ℓ)
k , we have(∫

Ωβ
N◦∩C1

(
u− P

(m)
k

)2
(2−mx, 4−mt) dx dt

)1/2

≤ ε◦(2
−m)k+α for 0 ≤ m ≤ j, (13.22)

where ∥∥∥∥P(0)
k − 1

2
(xn)

2
+

∥∥∥∥
L∞(C1)

≤ ε◦. (13.23)

Suppose also that

∂
{
u(2−j · , 4−j · ) = 0

}
∩
(
BN◦ ×

(
−N◦,− 1

N◦

))
⊂
{
|xn| ≤ ε◦

}
.

Then, at the next scale j + 1, there exists a new Ansatz P
(j+1)
k ∈ Nδk such that(∫

Ωβ
N◦∩C1

(
u− P

(j+1)
k

)2 (
2−(j+1)x, 4−(j+1)t

)
dx dt

)1/2

≤ ε◦
(
2−(j+1)

)k+α
.
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Proof. Let θ◦ ∈ (0, 1) be chosen so that Ωβ
θ◦R

is mapped to Ωβ
R under the parabolic doubling of the scaling

(x, t) 7→ (2x, 4t). More precisly,

(x, t) ∈ Ωβ
θ◦R

⇔ |x| ≤ θ◦R(−t)
1

2+β ⇔ |2x| ≤ θ◦2
β

2+βR(−4t)
1

2+β ⇔ (2x, 4t) ∈ Ωβ
R

leads to

θ◦ := 2
− β

2+β .

Given M◦ large, we define N◦ = N◦(β,M◦) as

N◦ :=M◦θ
−M◦
◦ ≫M◦.

Defining N◦ in this way we guarantee that

BM◦ × (−2,−1) ⊂ Ωβ
M◦

=
{
(2−M◦x, 4−M◦t) : (x, t) ∈ Ωβ

N◦

}
. (13.24)

We divide the proof in four steps.

• Step 1. We will first show that assumptions (13.22) and (13.23) imply

P
(m)
k ∈ Nδk ,

∥∥∥∥P
(m)
k − 1

2
(xn)

2
+

∥∥∥∥
L∞(C1)

≤ δ for all 0 ≤ m ≤ j, (13.25)

where δ ≤ δk can be made arbitrarily small (by decreasing ε◦).

Recall that, thanks to Lemma 13.9, the Ansatz P
(m)
k = P

(m)
k

[
(Q

(m)
ℓ )2≤ℓ≤k−1, σ

(m), τ (m),R(m)
]
is deter-

mined by its coefficients of degree ≤ k (since these determine the spatial and time translations, the rotations,
and the Qℓ’s).

Set K◦ := C1/2 ∩ {xn > 1
10 , t ≤ − 1

10} and note that K◦ ⊂⊂ {xn > 0} ∩ Ωβ
M◦

. Then, for ε◦ sufficiently

small, K◦ will belong to the positivity set of both P
(m)
k and P

(m+1)
k . Hence, defining 2−(m+1)K◦ :=

{(2−(m+1)x, 4−(m+1)t) : (x, t) ∈ K◦)} and using (13.22) for two consecutive scales, we obtain( ∫
2−(m+1)K◦

(
u− P

(m)
k

)2
dx dt

)1/2

+

( ∫
2−(m+1)K◦

(
u− P

(m+1)
k

)2
dx dt

)1/2

≤ Cε◦(2
−(m+1))k+α,

therefore ( ∫
2−(m+1)K◦

(
P

(m+1)
k − P

(m)
k

)2
dx dt

)1/2

≤ Cε◦(2
−m)k+α,

or equivalently ( ∫
K◦

(
P

(m+1)
k − P

(m)
k

)2
(2−(m+1)x, 4−(m+1)t) dx dt

)1/2

≤ Cε◦(2
−m)k+α.

This implies, with the notation of Lemma 13.9, that∥∥∥ϖi

(
P̃

(m+1)
k

)
−ϖi

(
P̃

(m)
k

)∥∥∥ ≤ Cε◦(2
−m)k+α−i, (13.26)

where ∥ · ∥ denotes any of the (equivalent) norms on the linear space of polynomials of degree 2k. Summing
this bound over m, we deduce that∥∥∥ϖi

(
P̃

(m)
k

)
−ϖi

(
P̃

(0)
k

)∥∥∥ ≤ Cε◦ for all 1 ≤ i ≤ k and m ≤ j.

Since ϖ1, ϖ2, . . . , ϖk determine all of P̃k in a continuous way (recall Lemma 13.9), thanks to (13.23) we
can guarantee that (13.25) holds by choosing ε◦ > 0 sufficiently small.

• Step 2. Define

P
(j+1)
k := argmin

P

∫
BM◦×(−2,−1)

(u− P)2(2−jx, 4−jt)G(x, t) dx dt.

We claim that, for some constant C◦ depending on n and β, but not on M◦, we have(∫
Ωβ

N◦∩C1

(
u− P

(j+1)
k

)2
(2−mx, 4−mt) dx dt

)1/2

≤ C◦ε◦(2
−m)k+α for m ≤ j. (13.27)
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Indeed, as a consequence of (13.26), summing the geometric series from m to j − 1 we get(∫
Ωβ

N◦∩C1

(
P

(j)
k − P

(m)
k

)2
(2−mx, 4−mt) dx dt

)1/2

≤ C1ε◦(2
−m)k+α for m ≤ j, (13.28)

that combined with (13.22) gives∫
Ωβ

N◦∩C1

(
u− P

(j)
k

)2
(2−mx, 4−mt) dx dt ≤ C2

(
ε◦(2

−m)k+α
)2

for m ≤ j. (13.29)

Recalling (13.24), the bound above implies that∫
BM◦×(−2,−1)∩C

2ℓ

(
u− P

(j)
k

)2
(2−jx, 4−jt) dx dt ≤ C22

ℓp
(
ε◦(2

−m)k+α
)2

for ℓ ≤ j,

for some large exponent p = p(n, k) > 0. (Note that, since j ≥ N◦, BM◦ × (−2,−1) ⊂ C2j .) In particular
this implies that∫

BM◦×(−2,−1)∩(C2ℓ
\C

2ℓ−1)

(
u− P

(j)
k

)2
(2−jx, 4−jt) dx dt ≤ C22

ℓp
(
ε◦(2

−m)k+α
)2

for ℓ ≤ j,

and since the Gaussian Kernel is smaller than Ce−2ℓ on the domain of integration (hence the exponential
decay of G(x, t) “beats” the polynomial growth 2ℓp), we can find a constant C3 independent10 of M◦ such
that (∫

BM◦×(−2,−1)

(
u− P

(j)
k

)2
(2−jx, 4−jt)G(x, t)

)1/2

≤ C3ε◦(2
−j)k+α for j ≥ N◦.

for j ≥ j◦. Hence, by definition of P
(j+1)
k(∫

BM◦×(−2,−1)

(
u− P

(j+1)
k

)2
(2−jx, 4−jt)G(x, t)

)1/2

≤ C3ε◦(2
−j)k+α,

and by triangle inequality we deduce that(∫
BM◦×(−2,−1)

(
P

(j+1)
k − P(j)

)2
(2−jx, 4−jt)G(x, t)

)1/2

≤ C3ε◦(2
−j)k+α.

Since P
(j+1)
k and P

(j)
k are positive parts of polynomials whose positivity set is approximately {xn > 0}

(see Step 1), this implies(∫
Ωβ

N◦∩C1

(
P

(j)
k − P

(j+1)
k

)2
(2−jx, 4−jt)

)1/2

≤ C4ε◦(2
−j)k+α. (13.30)

Combining this bound with (13.28) and (13.29), (13.27) follows.

• Step 3. We now show that ∣∣HP
(j+1)
k − 1

∣∣ ≤ C
(
|x|2 + |t|

)k/2
inside C1, (13.31)

where C is independent of M◦ and j are.

Indeed, using (13.30) and (13.26) we obtain that the coefficients of P
(j+1)
k are bounded, independently

of j. Hence, by construction of Pk (see (13.6)) we obtain (13.31).

• Step 4. Define

w(x, t) =

(
u− P

(j+1)
k

)
(2−jx, 4−jt)

C◦ε◦(2−j)k+α
.

We want to show that, if M◦ is chosen large enough and δ > 0 (from Step 1) is small enough, then Lemma
13.6 applies.

10This will be very important later since we will need to take M◦ sufficiently large, and it will be crucial that the constant
C3 stays bounded independently of M◦.
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Indeed, assumption (13.7) follows from (13.27), (13.31), and Lemma 13.7. Also, since Hu = χ{u>0} and

∂{u(2−j ·, 4−j · ) > 0} is contained in a 1/M◦-neighborhood of {xn = 0} (thanks to (13.25), (13.30), and

(13.27)), assumption (13.8) follows from (13.31). Finally, by definition of P
(j+1)
k we have the optimality

condition ∫
BM◦×(−2,−1)

(
(u− P

(j+1)
k )P ′)(2−jx, 4−jt)G(x, t) dx dt = 0, (13.32)

where P ′ is any element of the tangent space to the “manifold of Ansätze” Nδ at the “point” P
(j+1)
k

(see Lemma 13.9). Since the defining parameters
(
τ, e,Q2, . . . , Qk−1

)
of P

(j+1)
k are a small perturbation of

O :=
(
τ = 0, e = en, Q2 = 0, . . . , Qk−1 = 0

)
(cf. (13.25) and (13.30)), (13.21) and (13.32) imply the validity

of assumption (13.9), provided that δ is chosen sufficiently small.
Hence, by Lemma 13.6, (∫

Ωβ
N◦∩C1

|w|2
)1/2

≤ ε̃◦,

where ε̃◦ is an arbitrarily small constant. In particular, choosing ε̃◦ = 2−(k+α)/C◦ we obtain (13.22) for
m = j + 1, as wanted. □

We finally prove Theorem 13.5.

Proof of Theorem 13.5. By choosing first r◦ > 0 sufficiently small, and then ε◦ > 0 as small as needed,
Proposition 13.10 can be applied to the function ũ = r−2

◦ u(r◦ · , r2◦ · ) with j = N◦. But then the conclusion
of Proposition 13.10 allows us to iterate it for any j ≥ N◦, and we get(∫

Ωβ
N◦∩C1

(
ũ− P

(j)
k

)2
(2−jx, 4−jt) dx dt

)1/2

≤ ε◦(2
−j)k+α for all N◦ ≤ j <∞.

Also, Step 1 in the proof Proposition 13.10 (see in particular (13.26)) shows that the coefficients of P
(j)
k

converge as j → ∞, hence P
(m)
k → P

(∞)
k for a certain limiting Ansatz. Arguing as in Step 2 in the proof

Proposition 13.10 (see in particular (13.29)), we also get(∫
Ωβ

N◦∩C1

(
ũ− P

(∞)
k

)2
(2−jx, 4−jt) dx dt

)1/2

≤ ε◦(2
−j)k+α for N◦ ≤ j <∞.

Finally, for r ≪ 1, we can use Lemma 6.1 to improve the obtained control in L2 inside Ωβ
N◦

∩ C1 into an

L∞-control inside the cylinder Br × (−r2,−δr2), as wanted. □

14. Proof of Theorem 1.3 and of its consequences

Combining the results of the previous sections, we can now prove our main Theorem 1.3.

Proof of Theorem 1.3. Since this is a local regularity result, it suffices to prove it inside B1 × [−1, 1].
Combining Proposition 5.7, Proposition 7.8, Lemma 9.7, and Proposition 12.2, we find that dimH

(
πx(Σ \

Σ⋄)
)
≤ n− 2. Therefore, by Corollary 8.8 and Lemma 8.9, we deduce that dimpar(Σ \ Σ⋄) ≤ n− 2.

Then, we write Σ⋄ = ∪m≥1Σ
⋄
m, where Σ⋄

m is defined as the set of points in Σ⋄∩B1−1/m×[−1+1/m, 1−1/m]
for which (13.1) holds for some β ≥ 1/m and C◦ ≤ m. We claim that each set Σ⋄

m can be covered by a
(n− 1)−manifold of class C∞.

Indeed, thanks to Theorems 13.1 and 13.5, for every (x◦, t◦) ∈ Σ⋄
m and for all r ∈ (0, rm,k), we have

u = u(1) + u(2), where u(i) have disjoint support and look like “half-space solutions” inside (x◦, t◦) + Kr,
where

Kr := Br ×
(
− r2,− r2

100

)
.

Moreover, for any k ≥ 3, there exist two sequences of Ansätze P
(1)
k,x◦,t◦

and P
(2)
k,x◦,t◦

, satisfying∥∥u(i)(x◦ + · , t◦ + ·)− P
(i)
k,x◦,t◦

∥∥
L∞(Kr)

≤ Cm,kr
k+α. (14.1)
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This implies in particular that the sequence of coefficients of Pk is constant in k: more precisely

ϖℓ

(
P̃

(i)
k,x◦,t◦

)
= ϖℓ

(
P̃

(i)
k′,x◦,t◦

)
for all ℓ ≤ min(k, k′), (14.2)

where P̃
(i)
k,x◦,t◦

and ϖ are defined as in Lemma 13.9. In addition, as discussed in the proof of Theorem 13.5,

we have a uniform control on the coefficients:∣∣ϖℓ

(
P̃

(i)
k,x◦,t◦

)∣∣ ≤ Cm,ℓ for all 0 ≤ ℓ ≤ k. (14.3)

Furthermore, by non-degeneracy (see (3.2)), for all (x1, t1) ∈
(
(x◦, t◦) +Kr

)
∩ ∂{u(i) > 0} we have

sup
|z|≤ϱ

u(x1 + z, t1) ≥ cmϱ
2 > 0. (14.4)

Assume now with no loss of generality that (0, 0) ∈ Σ⋄
m and p2 = 1

2x
2
n, and consider any other singular

point (x◦, t◦) ∈ Σ⋄
m ∩ (Brm × (−rm, rm)) with rm ≪ 1. Then we have

p2,x◦t◦ =
1

2
(e · x)2, where |e− en| ≤

1

1000
.

Also, we can relabel the Ansatz P
(i)
k,x◦,t◦

(simply interchanging (1) and (2), when necessary) so that

∂nP
(1)
k,x◦,t◦

∼ (xn)+ and ∂nP
(2)
k,x◦,t◦

∼ (xn)−.

Recalling the notation P̃
(i)
k,x◦,t◦

introduced in (13.19), let g
(i)
k,x◦,t◦

= g
(i)
k,x◦,t◦

(x′, t) be the unique polynomials

of degree k − 1 which solve the polynomial equations

∂nP̃
(i)
k,x◦,t◦

(x, t) = 0 ⇔ xn = g
(i)
k,x◦,t◦

(x′, t) +O
(
(|x|+ |t|1/2)k

)
. (14.5)

Also, using (14.4), the corresponding nondegeneracy for P
(i)
k,x◦,t◦

, and (14.1), we have

∂{u(i)(x◦ + · , t◦ + ·) > 0} ∩Kr ⊂ ∂
{
P

(i)
k,x◦,t◦

> 0
}
+BCr(k+α)/2(0).

Hence, since ∂{P(i)
k,x◦,t◦

> 0} = {∂nP
(i)
k,x◦,t◦

= 0}, combining these two informations we obtain

∂{u(i)(x◦ + · , t◦ + ·) > 0} ∩Kr ⊂
{
|xn − g

(i)
k,x◦,t◦

(x′, t)| ≤ Cr(k+α)/2
}
. (14.6)

Now, given a polynomial P = P (x, t), we denote by Γi[P ] the i-homogeneous part of P with respect to the
usual Euclidean structure in (x, t) (namely, the variables x and t have the same homogeneity). Note that
(14.2) implies, in particular,

Γℓ[g
(i)
k,x◦,t◦

] = Γℓ[g
(i)
k′,x◦,t◦

] for all ℓ ≤ min(⌊k/2⌋, ⌊k′/2⌋),

while (14.3) gives ∣∣Γℓ[g
(i)
k,x◦,t◦

](x◦ + ·, t◦ + ·)
∣∣ ≤ Cm,ℓ for all 0 ≤ ℓ ≤ ⌊k/2⌋.

This suggests the following definition of the ℓ-jet at (x◦, t◦):

J
(i)
ℓ,x◦,t◦

(x′, t) :=

ℓ∑
l=0

Γℓ[g
(i)
k,x◦,t◦

](x′ − x′◦, t− t◦), (14.7)

where k is an arbitrary number such that ⌊k/2⌋ ≥ ℓ, say k = 2(ℓ + 1). Note that, with this definition, it
follows from (14.6) that

∂{u(i) > 0} ∩
(
(x◦, t◦) +Kr) ⊂

{
|(x− x◦) · en − J

(i)
ℓ,x◦,t◦

(x′ − x′◦, t− t◦)| ≤ Crℓ+1
}
. (14.8)

We also recall that, thanks to Proposition 8.3, for every pair of singular points (x◦, t◦), (x1, t1) ∈ Σ⋄
m ∩

(Brm × (−rm, rm)) we have

|t1 − t◦| ≤ Cm|x1 − x◦|2. (14.9)
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Thanks to this bound, we can apply (14.1) at two points (x◦, t◦), (x1, t1) ∈ Σ⋄
m ∩ (Brm × (−rm, rm)) inside

Kr, with r := |x1 − x◦|1/2, and the two sets (x◦, t◦) + Kr and (x1, t1) + Kr intersect in a domain which
contains B10r2(x◦)× [t◦ − r2/2, t◦ − r2/4]. Hence, for any k ≥ 3,∥∥P(i)

k,x1,t1
(· − x1, · − t1)− P

(i)
k,x◦,t◦

(· − x◦, · − t◦)
∥∥
L∞(B10r2 (x◦)×[t◦−r2/2,t◦−r2/4])

≤ Cm,kr
k+α.

Since P are essentially “half-polynomials”, it is easy to check that the bound above implies that∥∥∂nP
(i)
k,x1,t1

(· − x1, · − t1)− ∂nP
(i)
k,x◦,t◦

(· − x◦, · − t◦)
∥∥
L∞(B10r2 (x◦)×[t◦−r2/2,t◦−r2/4])

≤ Cm,kr
k−2+α.

Now, given ℓ, we apply the estimate above with k := 2(ℓ+2). Then, recalling the definition of J (i) (see (14.5)
and (14.7)), since all terms of Euclidean homogeneity at least ℓ + 1 have a size bounded by Cm,ℓ(r

2)ℓ+1,
recalling that r2 = |x1 − x◦| we deduce that∥∥J (i)

ℓ,x1,t1
− J

(i)
ℓ,x◦,t◦

∥∥
L∞(B10|x1−x◦|(x

′
◦)×[t◦−|x1−x◦|/2,t◦−|x1−x◦|/4]) ≤ Cm,ℓ|x1 − x◦|ℓ+1 ∀ ℓ ≥ 1.

Recalling (14.9), it is easy to check that this bound is exactly what is required to apply Whitney’s extension

theorem in order to produce two C∞ functions G(i) : B′
rm × (−rm, rm) → R (recall that B′

rm ⊂ Rn−1) such

that, for all (x◦, t◦) as above and for all ℓ, we have G(i)(x, t) = J
(i)
ℓ,x◦,t◦

(x, t) + O
(
(|x′ − x′◦| + |t − t′◦|)ℓ+1

)
.

In particular, thanks to (14.8), every point in Σ⋄
m ∩ (Brm × (−rm, rm)) belongs both to {xn = G(1)(x′, t)}

and to {xn = G(2)(x′, t)}. This shows that Σ⋄
m ∩ (Brm × (−rm, rm)) can be covered by a (n− 1)-dimensional

manifold of class C∞, as wanted.
In order to conclude the proof of the theorem we need to prove that, after removing a set of parabolic

dimension n− 2, we can obtain a set Σ∞ such that πt(Σ
∞) has zero Hausdorff dimension. To this aim, we

define Σ∞ as the set of points (x◦, t◦) ∈ Σ⋄
m ∩ (Brm × (−rm, rm)) at which the two functions G(1)(x′, t◦) and

G(2)(x′, t◦) are tangent in x
′ at infinite order. The first important observation is that the set of points which

do not belong to Σ∞ has parabolic dimension at most n− 2.
Indeed, thanks to Lemma 9.8 the two n-dimensional (in the Euclidean sense) manifolds {xn = G(i)(x′, t)}

intersect transversally “in time” at every singular point (x◦, t◦) (namely, their derivatives in the time variable
never match). Hence, their intersection has at most Euclidean dimension n−1. Also, by definition of Σ∞, if

(x◦, t◦) ∈ Σ⋄\Σ∞ then the two functions G(1)(x′, t◦) and G(2)(x′, t◦), when expanded at x′ = x◦, have different
coefficients at some order. This reduces the bound on the dimension by 1 , hence Σ⋄ \ Σ∞ has Euclidean
dimension at most n− 2. Thanks to (14.8) and Lemma 8.9, this implies that dimpar(Σ

⋄ \ Σ∞) ≤ n− 2, as
desired.

Finally, let us show for all k ∈ N and for all pair of points (x◦, t◦), (x1, t1) ∈ Σ∞ we have

|t1 − t◦| ≤ Cm,k|x1 − x◦|k. (14.10)

Indeed, by definition of Σ∞ and the discussion above, there exist functions h,A(1), A(2) such that

G(i)(x′, t+ t◦) = h(x′) +A(i)(x′, t) +O(|x′ − x′◦|k). (14.11)

where A(i)(x′, 0) ≡ 0. In addition, thanks to Lemma 9.8 at (x◦, t◦) we have

∂t(A
(2) −A(1))(x′◦, t◦) ≥ c > 0,

and hence by continuity we deduce

(A(2) −A(1))(x′, t) ≥ ct > 0 for |x′ − x′◦|+ t≪ 1, t > 0. (14.12)

Then, since G(1)(x′1, t1) = G(2)(x′1, t1) and assuming (with no loss of generality) that t◦ < t1, we can evaluate
(14.11) at (x′1, t1 − t◦) to obtain

A(1)(x′1, t1 − t◦)−A(2)(x′1, t1 − t◦) = O(|x1 − x◦|k).

Combining this bound with (14.12) we get (14.10). As shown for instance in [FRS20, Proposition 7.7(a)],
(14.10) implies that dimH

(
πt(Σ

∞)
)
= 0. □

Finally, as a consequence of Theorem 1.3, we deduce Theorem 1.2 and Corollary 1.4.
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Proof of Theorem 1.2 and Corollary 1.4. Thanks to Theorem 1.3 we know that Σ = Σ∞ ∪ (Σ \Σ∞), where
dimH

(
πt(Σ

∞)
)
= 0 and dimpar(Σ \Σ∞) ≤ n− 2. Hence, recalling the definition of parabolic dimension, this

implies that dimH
(
πt(Σ \ Σ∞)

)
≤ n−2

2 , and the result follows. □
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Barcelona, Spain.

Email address: xros@icrea.cat
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