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Abstract. We consider finite Morse index solutions to semilinear elliptic questions, and we investigate
their smoothness. It is well-known that:
- For n = 2, there exist Morse index 1 solutions whose L∞ norm goes to infinity.
- For n ≥ 3, uniform boundedness holds in the subcritical case for power-type nonlinearities, while for
critical nonlinearities the boundedness of the Morse index does not prevent blow-up in L∞.
In this paper, we investigate the case of general supercritical nonlinearities inside convex domains, and
we prove an interior a priori L∞ bound for finite Morse index solution in the sharp dimensional range
3 ≤ n ≤ 9. As a corollary, we obtain uniform bounds for finite Morse index solutions to the Gelfand
problem constructed via the continuity method.

1. Introduction

Given Ω ⊂ Rn a bounded domain, and f : R→ R a nonnegative C1 function, we consider a solution
u : Ω→ R to the following semilinear equation{

−∆u = f(u) in Ω,
u = 0 on ∂Ω.

(1.1)

Note that, by the nonnegativity of f and the maximum principle, u > 0 inside Ω (unless u ≡ 0).

Set F (t) :=
∫ t

0 f(s) ds. Then (1.1) corresponds to the Euler-Lagrange equation for the energy
functional

E[u] :=

∫
Ω

( |∇u|2
2
− F (u)

)
dx.

Consider the second variation of E, that is,

d2

dε2

∣∣∣
ε=0

E[u+ εξ] =

∫
Ω

(
|∇ξ|2 − f ′(u)ξ2

)
dx.

Given a subdomain Ω′ ⊆ Ω and k ∈ N, u is said to have finite Morse index k in Ω′, and we write
ind(u,Ω′) = k, if k is the maximal dimension of a subspace Xk ⊂ C1

c (Ω′) such that, for any ξ ∈ Xk \{0},

Qu(ξ) :=

∫
Ω′

(
|∇ξ|2 − f ′(u)ξ2

)
dx < 0.

Also, u is said to be stable in Ω′ if ind(u,Ω′) = 0 (that is, Qu(ξ) ≥ 0 for all ξ ∈ C1
c (Ω′)).
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1.1. Finite Morse index vs uniform boundedness. The idea of using a bound on the Morse
index to characterize the uniform boundedness of a solution to a semilinear elliptic equation was first
introduced in the seminal paper [1]. In this work, as well in several other subsequent papers (see for
instance [27, 21]), the authors considered (variants of) the subcritical case, namely

f(t) ' (α+ t)
n+2
n−2
−ε, α, ε > 0,

and they proved that the boundedness of solutions is equivalent to the boundedness of the Morse index.1

In the critical case, namely

f(u) = (α+ u)
n+2
n−2 , α > 0,

the finiteness of the Morse index does not imply the boundedness of the solutions. Indeed it is not
difficult to check that the functions

uα,µ(x) =

((
µ
√
n(n− 2)

µ2 + |x|2

)n−2
2

− α
)

+

, µ > 0 (1.2)

are solutions with Morse index 1. In particular, choosing αµ :=

(
µ
√
n(n−2)

1+µ2

)n−2
2

so that uαµ,µ = 0 on

∂B1, and letting µ→ 0, one can construct a family Morse index 1 solutions in B1 whose L∞ norm goes
to infinity (see, e.g., [8]).

The supercritical case, instead, is much less understood. The special case where f is a polynomial or
an exponential function has been studied in [16] and [11], respectively. There, the uniform boundedness
of solutions is obtained by proving suitable Liouville-type results. Unfortunately, this approach does
not seem suitable for general nonlinearities.

We finally mention a recent result [15], where the authors investigate the regularity and symmetry
properties of finite Morse index solutions.

1.2. Main result: finite Morse index solutions with supercritical nonlinearities are uni-
formly bounded. Very recently, in [9] the authors investigated the properties of stable solutions for
all nonlinearities, and they proved uniform boundedness when 3 ≤ n ≤ 9,2 and interior W 1,2 estimates
in all dimensions.

In this paper, we exploit these result to develop a series of new tools for finite Morse index solutions
(cf. Section 1.3.3 below) that allow us to prove a universal L∞ bound for solutions to (1.1) when
f grows superlinearly in a suitably quantified way.3 As common in these problems, we assume that
f(0) > 0 (actually, we quantify this assumption by asking that f(0) ≥ c0 > 0, so to better emphasize
the dependences in our L∞ bound). This assumption is particularly natural in the superlinear case,
since the Derrick-Pohozaev identity prevents the existence of nontrivial solutions (see [17, Theorem 1,
Page 515]).

1Note however that this result does not cover the full subcritical case: as shown in [22, Lemma 5 and Theorem 1(iii))],
for fλ(t) = λ(1 + t)p, λ > 0 and p < n+2

n−2
, there exists a family uλ of solutions with Morse index 1 with ‖uλ‖L∞(B1) →∞

as λ → 0. In other words, in the subcritical case, both upper and lower bounds are needed on f in order to show the
equivalence between boundedness in L∞ and boundedness of the Morse index.

2In the stable case, the case n = 2 is a consequence of the case n = 3 by noticing that a stable solution in two dimensions
is also stable in three dimensions (by looking at it as a function constant in the third variable). This is why the results in
[9] hold for n ≤ 9. This is not the case anymore when ind(u) > 0, and indeed a change of behavior of finite Morse index
solutions between dimension n = 2 and dimension 3 ≤ n ≤ 9 was already observed in [22]. In particular, as [22, Fig. 1 b,
pag. 245] shows, there exists a curve of two-dimensional solutions with Morse index 1 that blows-up in L∞.

3Our quantitative superlinarity assumption (1.4) already appeared in the paper [26] (see also [13]), where the author
proved the uniqueness of solutions to (1.3) for small values of λ.
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Actually, because of applications to the Gelfand problem described in Section 1.4 below, it will be
convenient to prove a more robust result that establishes a uniform bound whenever the nonlinearity
is of the form λf , where λ ∈ [0, λ̂] for some fixed λ̂. Also, for the sake of generality, it is interesting
to observe how the bound depends on f . So, instead of considering a fixed nonlinearity f , we assume
that f belongs to a locally compact C1 family. As shown in Section 1.3.2 below, this assumption can
be considerably weakened if f is assumed to be convex.

Theorem 1.1. Let 3 ≤ n ≤ 9, Ω ⊂ Rn a bounded convex domain, and c0 > 0. Consider

K ⊂ {h ∈ C1(R) : h ≥ 0, h′ ≥ 0, h(0) ≥ c0},

and assume that K is compact for the C1
loc(R) topology. Let λ̂ > 0, and let u ∈ C2(Ω) solve{
−∆u = λf(u) in Ω,
u = 0 on ∂Ω,

(1.3)

for some f ∈ K and λ ∈ [0, λ̂]. Finally, assume that ind(u,Ω) ≤ k and that there exist ε, t0 > 0 such
that

f(t)t ≥
(

2n

n− 2
+ ε

)
F (t) for all t ≥ t0, (1.4)

where F (t) :=
∫ t

0 f(s) ds. Then

‖u‖L∞(Ω) ≤ C(n, k,K, λ̂, ε, t0,Ω).

Remark 1.2. We observe that, as a consequence of (1.4), it holds

f(t) ≥ c1t
n+2
n−2

+ε ∀ t ≥ 0, (1.5)

with c1 := f(0)t
−n+2
n−2
−ε

0 .
Indeed, (1.4) can be rewritten as

F ′(t) ≥

(
2n
n−2 + ε

)
t

F (t) for all t ≥ t0,

so it follows from Grönwall inequality that

F (t) ≥ F (t0)

(
t

t0

) 2n
n−2

+ε

.

Inserting this information in (1.4), we get

f(t) ≥
(

2n

n− 2
+ ε

)
F (t0)t

− 2n
n−2
−ε

0 t
n+2
n−2

+ε for all t ≥ t0.

Also, since f is increasing we have F (t0) ≥ f(0)t0, and therefore

f(t) ≥

{
f(0)

(
2n
n−2 + ε

)
t
−n+2
n−2
−ε

0 t
n+2
n−2

+ε for t ≥ t0
f(0) for 0 ≤ t < t0,

which implies (1.5).

Remark 1.3. As mentioned before, the dimensional range 3 ≤ n ≤ 9 follows from [9, Theorem 1.2],
since boundedness of stable solutions for all nonlinearities is true only under this assumption. However,
for some particular choices of nonlinearities (e.g., f(u) = (1 + u)p for suitable values of p), we believe
that our ideas and techniques could be applied also in higher dimension (cf. [12]).
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1.3. About Theorem 1.1: extensions and tools used in the proof. We first discuss some possible
extensions and generalizations of Theorem 1.1, and then we briefly present the three key ingredients
behind its proof.

1.3.1. On the convexity of Ω. The convexity assumption on Ω in Theorem 1.1 allows us:
- to focus only on interior regularity, since the regularity near the boundary is handled via the moving
plane method, see Lemma 2.8 below;
- to apply the classical Derrick-Pohozaev argument on convex domains, see the argument after (3.9).

We believe that a nontrivial modification of our techniques could be used to analyze the boundary
behavior inside general smooth domains. However our proof strongly relies on the Derrick-Pohozaev
argument, and this requires Ω to be at least star-shaped (see, e.g., [17, Theorem 1, Page 515]). Hence,
it looks likely to us that by combining the ideas developed in this paper with the boundary regularity
from [9], one should be able to extend Theorem 1.1 to (sufficiently smooth) star-shaped domains.

1.3.2. A result for convex nonlinearities. The assumption that the nonlinearity f belongs to a family
K that is compact for the C1

loc(R) topology can be removed, if one assumes the nonlinearities to be
convex and to be dominated by a fixed continuous nonnegative function g : R→ R. More precisely, if
f is a convex function such that 0 ≤ f ≤ g and (1.4) holds, then ‖u‖L∞(Ω) ≤ C(n, k, g, λ̂, ε, t0,Ω).

Indeed, the compactness assumption in C1
loc is used only to apply Proposition 2.3. If all the non-

linearities are convex, then the bound 0 ≤ f ≤ g guarantees compactness in C0
loc. Therefore, one only

needs to check that Proposition 2.3 holds if fj are convex functions satisfying fj → f∞ in C0
loc(R). This

can be done by suitable adapting the notion of stability for convex functions, defining

Qu(ξ) :=

∫
Ω′

(
|∇ξ|2 − f ′−(u)ξ2

)
dx with f ′−(t) := lim

τ→0+

f(t)− f(t− τ)

τ
= sup

τ>0

f(t)− f(t− τ)

τ
.

Indeed, with this definition, the results from [9] still apply. In addition, the following lower semiconti-
nuity property holds:

tj → t, fj → f in C0
loc(R) ⇒ f ′−(t) ≤ lim inf

j→∞
(fj)

′
−(tj),

and this allows one to show that upper bounds on the Morse index are preserved. We leave the details
to the interested reader.

1.3.3. Main tools. As mentioned before, the proof of Theorem 1.1 is based on a series of new important
results for finite Morse index solutions. These are:
(i) A general stability result for bounded Morse index solutions stating that, for 3 ≤ n ≤ 9, these families
are weakly compact in W 1,2 and they converge in C2

loc outside finitely many points (see Proposition 2.3).
This result relies on the smoothness of stable solutions for n ≤ 9 obtained in [9], and on a slight
improvement of it proved in Appendix A.
(ii) A uniform W 1,2 integrability estimate for finite Morse index solutions (see Proposition 2.6). This
result depends both on the supercriticality assumption (1.4) and on the interior W 1,2 estimates for
stable solutions, cf. [9].
(iii) A ε-regularity theorem for finite Morse index solutions stating that, if the W 1,2 norm of a solution
inside a ball Br decays sufficiently fast for r ∈ [ε, 1] with ε� 1, then it decays all the way to the origin
(see Proposition 2.7).
It is worth observing that while (i) needs the dimensional restriction n ≤ 9, both (ii) and (iii) hold in
every dimension. Besides playing a crucial role in proving Theorem 1.1, we believe that these results
have their own interest.
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1.4. An application to the Gelfand problem associated to analytic supercritical nonlinear-
ities. Given f : R → R nonnegative and increasing, and λ ≥ 0, the so-called Gelfand problem for f
consists in studying the nonlinear elliptic problem{

−∆u = λf(u) in Ω,
u = 0 on ∂Ω.

This problem has a long history: it was first presented by Barenblatt in a volume edited by Gelfand
[18], and a series of authors studied it later, in particular in the range where u is stable; we refer the
interested reader to [2, 3, 4, 14, 6] for a complete account on this topic.

In this paper we want to study the solution curve associated to the Gelfand problem: we look for a
continuous curve λ : [0,∞)→ [0,∞) with λ(0) = 0, and for a one-parameter family of solutions {us}s≥0,
such that {

−∆us = λ(s)f(us) in Ω,
us = 0 on ∂Ω.

When Ω = B1, the cases f(t) = (1+αt)β, α, β > 0, and f(t) = et, have been fully understood in [22] via
ODE methods. In particular, when 3 ≤ n ≤ 9, the authors proved that there are infinitely many turning
points in the solution curve s 7→ (λ(s), ‖us‖L∞(Ω), ) for suitable values of β. Later, similar phenomena
were observed for special functions f or in low dimensional domains with suitable symmetries (see, e.g.,
[24, 10, 20, 11, 23] and the reference therein).

Assume now that Ω is a convex set of class C3, let C1
0 (Ω) denote the Banach space of C1 functions on

Ω that vanish on ∂Ω, and consider the following open subset of C1
0 (Ω) endowed with the C1 topology:

O := {u ∈ C1
0 (Ω) : u > 0 in Ω, ∂νu|∂Ω < 0}, (1.6)

where ν denotes the outer unit normal to ∂Ω. Following [10], assume the map

O 3 u 7→ f(u) ∈ C0(Ω)

to be real analytic (as noted in [10], this is the case for instance if f is analytic). Then, thanks to our
Theorem 1.1, one can apply the global analytic bifurcation theory developed in [5, Section 2.1] to show
the existence of a piecewise analytic continuous curve [0,∞) 3 s 7→ (λ(s), us), with (λ(0), u0) = (0, 0),
such that both ‖us‖L∞(Ω) and ind(us,Ω) tend to infinity as s → ∞. Moreover there exists a sequence
(λ(si), usi) such that ‖usi‖L∞(Ω) → ∞ and each point of this sequence is either a bifurcation or a
turning point. This is a complete statement:

Theorem 1.4. Let 3 ≤ n ≤ 9, Ω ⊂ Rn a bounded convex domain of class C3, and f > 0 an increasing
analytic function satisfying (1.4). Let

S := {(λ, u) ∈ R+ ×C1
0 (Ω): −∆u− λf(u) = 0 and −∆− λf ′(u) is invertible with bounded inverse}.

Then there exist two continuous mappings

h1 : R+ → R+, h2 : R+ → C1
0 (Ω),

so that, denoting h = (h1, h2), we have:

(i) h : R+ → S and lims→∞ ind(h2(s),Ω) =∞.
(ii) h is injective on h−1(S) with h′1(s) 6= 0, and real analytic at all points s ∈ h−1(S).

(iii) The set h−1(S \ S) consists of isolated values.
(iv) For every point s0 ∈ h−1(S \ S) there exists an injective and continuous reparameterization

s = γ(σ), σ ∈ [−1, 1], such that s0 = γ(0) and h◦γ is a real analytic function whose derivatives
might only vanish at 0.
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(v) There are infinitely many values of s > 0 where h(s) ∈ S \ S is either a bifurcation or a turning
point. Namely, either in every neighborhood of h(s) there exists a solution of (1.1) which is not
in the image of h (and then h(s) is a bifurcation point), or the previous case do not happen but
h1 is not locally injective (and then h(s) is a turning point).

Proof. Let O be as in (1.6), and define the analytic map

F : R+ × O→ C1
0 (Ω), F(λ, u) := −u+ λA(u),

where A(u) := (−∆)−1[f(u)], and (−∆)−1 denotes the inverse of the Dirichlet Laplacian in Ω. Arguing
exactly as in the proof of [10, Theorem 1] (see also the remark after the statement of the theorem), the
result follows from [5, Section 2.1]. �

Remark 1.5. It was pointed out in [10, Remark 4] that, when Ω is a C3 strongly convex domain with
certain symmetries, a careful modification of [25] gives that, the image of h is a smooth curve with
only infinitely many turning points but not bifurcation points. Also, this property in generic in a
neighborhood of such domains. We expect a similar result to hold also in our setting.

1.5. Structure of the paper. The paper is organized as follows. In Section 2 we present a series of
results on finite Morse index solutions, which will be crucial for proving Theorem 1.1. Then, in Section
3 we prove Theorem 1.1. Finally, in a first appendix, we show that [9, Theorem 1.2] holds also for W 1,2

stable solution that are C2 outside one point. This result is used in the proof of Proposition 2.3. Then,
in a second appendix, we describe how the method in [9] implies uniform boundedness of solutions
whenever the spectrum of −∆− f ′(u) is bounded from below.

Acknowledgments. The authors are grateful to Xavier Cabré and Alberto Farina for useful comments
on a preliminary version of this manuscript.

2. Technical tools on finite Morse index solutions

Let us fix some notation. For x ∈ Rn and r > 0, we denote by Br(x) the Euclidean ball centered at
x with radius r. The center is usually omitted when x is the origin. By αB we mean the ball with the
same center as B but α times its radius. We write constants as positive real numbers C(·), with the
parentheses including all the parameters on which the constants depend. We note that C(·) may vary
between appearances, even within a chain of inequalities. Sometimes we use Cn, cn to emphasize that
a constant depends only on the dimension.

The goal of this section is to prove several new important results on finite Morse index solutions that
will be used in the next section to prove Theorem 1.1. First, we need to introduce a notion of weak
solution with bounded Morse index.

Definition 2.1. Let U ⊂ Rn be an open set, and let f : R→ R be nonnegative. We say that u ∈W 1,2
loc (U)

is a weak solution of −∆u = f(u) in U if f(u) ∈ L1
loc(U) and∫

U

∇u · ∇ϕdx =

∫
U

f(u)ϕdx ∀ϕ ∈ C1
c (U).

Assume in addition that f is of class C1. Then we say that u has finite Morse index k ∈ N in U, and
we write ind(u,U) = k, if f ′(u) ∈ L1

loc(U) and k is the maximal dimension of a subspace Xk ⊂ C1
c (U)

such that

Qu(ξ) :=

∫
U

(
|∇ξ|2 − f ′(u)ξ2

)
dx < 0 ∀ ξ ∈ Xk \ {0}.
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As we shall see below, whenever f ′ ≥ 0 it is possible to prove an a priori bound on the L1
loc norm

of f ′(u) in terms of the Morse index. Then, by Fatou’s Lemma, this a priori bound holds for all weak
solutions that are limits of smooth solutions (see Proposition 2.3 below).

Lemma 2.2. Let U ⊂ Rn be an open set, let f : R → R be nonnegative, increasing, and of class C1,
and let u ∈W 1,2

loc (U) be a weak solution of −∆u = f(u) in U with ind(u,U) ≤ k. Then:

(i) If {Ui}k+1
i=1 is a disjoint family of open subsets of U, then u is stable in at least one set Ui.

(ii) The following uniform bound holds:∫
Br(x̄)

f ′(u) dx ≤ Cn(1 + k)
2
n rn−2 ∀B2r(x̄) ⊂ U. (2.1)

Proof. To prove (i) we note that, if by contradiction u was unstable inside each set Ui, then there would
exist functions ξi ∈ C1

c (Ui) such that∫
U

(
|∇ξi|2 − f ′(u)ξ2

i

)
dx < 0.

Since the functions {ξi}k+1
i=1 have disjoint support, this implies that∫

U

(
|∇ξ|2 − f ′(u)ξ2

)
dx < 0 ∀ ξ ∈ Span(ξ1, . . . , ξk+1) \ {0},

therefore ind(u,U) ≥ k + 1, a contradiction.
We now prove (ii), following the ideas in [19, Theorem 5.9]. Given an open set O and a pair of sets

E, F ⊂ O, the p-capacity between E and F inside O for p > 1 is defined as

Capp(E, F, O) = inf{‖v‖p
W 1, p(O)

: v ∈ ∆(E, F )},

where ∆(E, F ) denotes the class of all functions v ∈ W 1, p(O) that are continuous in O and satisfy
v = 1 on E, and v = 0 on F . In particular, if A = Bρ(z) \ Bρ/2(z) is an annulus such that 2A :=
B2ρ(z)\Bρ/4(z) is contained inside B2r(x̄), to control Cap2(A, ∂(2A), B2r(x̄)) we can choose the function

vz,ρ(x) := min
{

1, (4ρ−1|x− z| − 1)+, (2− ρ−1|x− z|)+

}
to obtain

Cap2(A, ∂(2A), B2r(x̄)) ≤ ‖vz,ρ‖W 1,2 = C(n)|A|1−
2
n . (2.2)

Let us now consider the metric space X := B2r(x̄) endowed with the Euclidean metric. In this space,

we call “X-annuli” sets of the form
(
Bρ(z) \Bρ/2(z)

)
∩B2r(x̄) for some z ∈ B2r(x̄).

Define the measure on X given by σ := χBr(x̄)f
′(u)dx, and let κ ∈ N be a large constant to be fixed

later. Since σ has no atoms, we can apply [19, Theorem 1.1] to deduce the existence of a family of
Euclidean annuli {Ai := Bρi(zi) \Bρi/2(zi)}κi=1, with zi ∈ B2r(x̄), such that∫

Br(x̄)
f ′(u) dx ≤ C0(n)κ

∫
Br(x̄)∩Ai

f ′(u) dx ∀ i = 1, . . . , k + 1 (2.3)

and {(2Ai) ∩B2r(x̄)}κi=1 are pairwise disjoint.
With no loss of generality we can assume that Br(x̄) ∩ Ai 6= ∅ (otherwise (2.3) would imply that∫

Br(x̄) f
′(u) dx = 0 and the result would be trivially true). Let us split these annuli into two families:

if ρi < r/4 then we say that i ∈ I1, otherwise we say that i ∈ I2.
Note that, since Br(x̄) ∩ Ai 6= ∅, for i ∈ I2 it holds (2Ai) ∩ B2r(x̄) ≥ cnr

n for some dimensional
constant cn > 0. Hence, since the sets {(2Ai) ∩ B2r(x̄)}i∈I2 are disjoint, we deduce that #I2 ≤ Nn for
some dimensional constant Nn ≥ 1.
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On the other hand, when i ∈ I1, since Br(x̄)∩Ai 6= ∅ and ρi < r/4 it follows that (2Ai)∩B2r(x̄) = 2Ai,
hence the sets {2Ai}i∈I1 are pairwise disjoint. Also, it follows from (2.2) that

Cap2(Ai, ∂(2Ai), B2r(x̄)) ≤ C(n)|Ai|1−
2
n . (2.4)

Now, fix κ := Nn + 2(k + 1) so that #I1 ≥ 2(k + 1). Since the sets {2Ai}i∈I1 are pairwise disjoint and
contained inside B2r(x̄), there exists a subset of indices I′1 ⊂ I1 such that #I′1 ≥ k + 1 and

|2Ai| ≤
1

k + 1
|B2r| ∀ i ∈ I′1,

that combined with (2.4) gives

Cap2(Ai, ∂(2Ai), B2r(x̄)) ≤ C1(n)(1 + k)
2
n
−1rn−2 ∀ i ∈ I′1. (2.5)

Now, assume by contradiction that (2.1) does not hold with Cn = 4C0C1(Nn + 1), namely∫
Br(x̄)

f ′(u) > Cn(1 + k)
2
n rn−2, (2.6)

where C0 and C1 are as in (2.3) and (2.5). Then, since 2(Nn + 1)(k + 1) ≥ κ, combining (2.6), (2.5),
and (2.3), we get

Cap2(Ai, ∂(2Ai), B2r(x̄)) < (2C0κ)−1

∫
Br(x̄)

f ′(u) dx ≤ 1

2

∫
Ai

f ′(u) dx ∀ i ∈ I′1.

Choose functions ξi ∈ C1
c (2Ai) that almost minimize the capacity Cap2(Ai, ∂(2Ai), B2r(x̄)), so that∫

B2r(x̄)
|∇ξi|2 dx ≤

2

3

∫
Ai

f ′(u) dx ≤ 2

3

∫
B2r(x̄)

f ′(u)ξ2
i dx ∀ i ∈ I′1.

Since the sets {2Ai}i∈I′1 are pairwise disjoint and #I′1 ≥ k + 1, we conclude that {ξi}i∈I′1 spans

a (k + 1)-dimensional subspace of C1
c (B2r(x̄)) where the stability inequality fails. This contradicts

ind(u,B2r(x̄)) ≤ k and concludes the proof. �

We now prove a crucial convergence result for weak W 1,2 limits of smooth solutions with bounded
Morse index. Note that, a consequence of Proposition 2.3 below, limit of smooth solutions with bounded
Morse index are still smooth. However the result does not provide any uniform bound on the sequence
uj . In particular, it could be that ‖uj‖L∞ →∞, as the example provided by (1.2) shows.

Proposition 2.3. Let n ≤ 9, U ⊂ Rn an open set, and uj ∈ C2(U) a sequence of functions satisfying

−∆uj = fj(uj) in U

with fj : R→ R nonnegative, increasing, and of class C1. Assume that

ind(uj ,U) ≤ k for some k ∈ N, sup
j
‖uj‖W 1,2(U) < +∞, fj → f∞ in C1

loc(R).

Then there exist a subsequence uj(m) and a discrete set Σ∞ ⊂ U, with #Σ∞ ≤ k, such that

uj(m) ⇀ u∞ in W 1,2(U), uj(m) → u∞ in C2
loc(U \ Σ∞),

and u∞ satisfies

−∆u∞ = f∞(u∞) in U, f ′∞(u∞) ∈ L1
loc(U), ind(u∞,Ω) ≤ k, u∞ ∈ C2(U).
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Proof. Given x ∈ U, for any j we denote by rj,x the largest radius where uj is stable around x:

rj,x := sup{r ∈ [0, dist (x, ∂U)) : ind(uj , Br(x)) = 0},

Then, we define

r∞,x := lim sup
j→∞

rj,x, Σ∞ := {x ∈ U : r∞,x = 0}.

We claim that Σ∞ is a discrete set of cardinality at most k.
Indeed, suppose by contradiction that Σ∞ contains k + 1 points x1, . . . , xk+1, and fix

0 < r < min

{
min

1≤i≤k+1
dist (xi, ∂U)),

1

2
min

1≤i,l≤k+1
|xi − xl|

}
.

Since rj,xi → 0 as j →∞ (because xi ∈ Σ∞), for j large enough uj is unstable inside each of the balls

{Br(xi)}k+1
i=1 . However, since these balls are disjoint (by the choice of r), Lemma 2.2(i) provides the

desired contradiction.
Consider now a family of compact sets {K`}`∈N such that U \ Σ∞ = ∪`K`, and for any ` consider

the covering of K` given by {Br∞/2,x(x)}x∈K` . By compactness, there exists a finite set of points

{xi}i∈I` ⊂ K` such that K` ⊂ ∪i∈I`Br∞/2,xi(xi). Note that, since each set I` is finite, for each ` ∈ N we
can choose a subsequence j`(m) such that

r∞,xi = lim
m→∞

rj`(m),xi ∀ i ∈ I1 ∪ . . . ∪ I`.

Then, by a diagonal argument we can find a subsequence j(m), independent of `, such that

r∞,xi = lim
m→∞

rj(m),xi ∀ i ∈ ∪`∈NI`.

Since the functions uj(m) are uniformly bounded in W 1,2(U), up to extracting a further subsequence,

there exists a weak limit in W 1,2(U) that we denote by u∞. We now want to show that u∞ satisfies all
the desired properties.

First of all, for each ` ∈ N we define the open set

O` := ∪i∈I`Br∞/2,xi(xi) ⊃ K`.

Since uj(m) is stable on Brj(m),xi(xi) and rj(m),xi → r∞,xi as m→∞, it follows by [9, Theorem 1.2] and

elliptic regularity4 that

‖uj(m)‖C2,α(O`) ≤ C`,α ∀m� 1, ∀α ∈ (0, 1),

which implies that uj(m) → u∞ in C2(O`). Since ∪`O` = U \ Σ∞, this proves the convergence in

C2
loc(U \ Σ∞).
To show that u∞ solves the desired equation, by the C2

loc(U\Σ∞) convergence it follows immediately
that

−∆u∞ = f∞(u∞) in U \ Σ∞.

Then, since u∞ ∈ W 1,2(U) and Σ∞ consists of finitely many points (hence it has zero W 1,2-capacity),
the equation −∆u∞ = f∞(u∞) must hold inside the whole domain U.

We now note that, thanks to Lemma 2.2(ii),∫
Br(x̄)

f ′j(m)(uj(m)) ≤ Cn(1 + k)
2
n rn−2 ∀B2r(x̄) ⊂ U.

4Recall that n ≤ 9, and note that fj are uniformly C1 on compact set since they converge to f∞.
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Since f ′j(m)(uj(m)) are nonnegative and converge pointwise to f ′∞(u∞) inside U \ Σ∞ (and so a.e.),

Fatou’s Lemma implies that∫
Br(x̄)

f ′∞(u∞) ≤ Cn(1 + k)
2
n rn−2 ∀B2r(x̄) ⊂ U,

thus f ′∞(u∞) ∈ L1
loc(U).

Now, to prove the bound on the index, assume by contradiction that there exists a k+1 dimensional
subspace X ′ ⊂ C1

c (U) where

Q∞(ξ) :=

∫
U

(
|∇ξ|2 − f ′∞(u∞)ξ2

)
dx < 0 ∀ ξ ∈ X ′ \ {0}.

We claim that also Qj(m) is strictly negative on X ′ \ {0} for m sufficiently large. Indeed, if not, by
homogeneity there exists a sequence ξm ∈ X ′ \ {0}, with ‖ξm‖C1 = 1, such that Qj(m)(ξm) ≥ 0. Since

X ′ ⊂ C1
c (U) is finite dimensional, all functions ξm live in a fixed compact set and, up to a subsequence,

they converge in C1
c (U) to a limiting function ξ∞ ∈ X ′ with ‖ξ∞‖C1 = 1. In particular,∫

U

|∇ξm|2 dx→
∫
U

|∇ξ∞|2 dx as m→∞.

Also, since f ′j(m)(uj(m))ξ
2
m are nonnegative and converge pointwise to f ′∞(u∞)ξ2

∞ inside U \ Σ∞ (and

so a.e.), Fatou’s Lemma implies that

lim inf
m→∞

∫
U

f ′j(m)(uj(m))ξ
2
m ≥

∫
U

f ′∞(u∞)ξ2
∞ dx.

Combining these two facts, we deduce that

0 ≤ lim sup
m→∞

Qj(m)(ξm) ≤ Q∞(ξ∞),

a contradiction since ξ∞ ∈ X ′ \{0}. Hence Qj(m) is strictly negative on X ′ \{0} for m sufficiently large,
which is impossible since ind(uj(m),U) ≤ k. This contradiction proves that ind(u∞,U) ≤ k.

Finally, to prove that u∞ ∈ C2(U), we recall that finite Morse index solutions are locally stable (see
for instance [14, Proposition 1.5.1] or [12, Proposition 2.1]). Hence, we can apply Proposition A.1 and
elliptic regularity around each of the points in Σ∞ to deduce that u∞ ∈ C2(U). �

Our next goal is to show a uniform W 1,2 integrability estimate for finite index solutions. It is for
this result that the growth assumption on f plays a crucial role. Before stating and proving it, we first
recall the following simple estimate that can be found, for instance, in [9, Lemma A.1].

Lemma 2.4. Let f : R→ R be a nonnegative function, and let v ∈ C2 solve −∆v = f(v) inside Br(x̄).
Then ∫

Br/2(x̄)
f(v) dx ≤ Cnr−2

∫
Br(x̄)

|v| dx.

We begin by proving a uniform W 1,2 integrability estimate for stable solutions, that will be used
below to address the general case.

Proposition 2.5. Let f ∈ C1 be nonnegative, and let u ∈ C2 be a nonnegative stable solution to
−∆u = f(u) in Br(x̄) for some r ∈ (0, 1]. Assume that f satisfies (1.5) for some c1 > 0. Then there
exists δ = δ(n, ε) > 0 such that∫

Bρ(x̄)
|∇u|2 dx ≤ C(c1, n) ρδ for all 0 < ρ <

r

4
. (2.7)
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Proof. With no loss of generality we can assume x̄ = 0.
By Hölder inequality, (1.5), and Lemma 2.4, for any ball B2ρ(z) ⊂ Br it holds(
ρ−n

∫
Bρ(z)

u dx

)n+2
n−2

+ε

≤ C(n)ρ−n
∫
Bρ(z)

u
n+2
n−2

+ε dx

≤ C(n, c1)ρ−n
∫
Bρ(z)

f(u) dx ≤ C0ρ
−2−n

∫
B2ρ(z)

u dx, (2.8)

where C0 = C0(n, c1). Let δ = δ(n, ε) > 0 be small enough so that(
n− 2

2
− δ
)(

n+ 2

n− 2
+ ε

)
− 2 ≥ n− 2

2
− δ, (2.9)

and define

G(z, ρ) := max

{
1, γ sup

Bs(y)⊂Bρ(z)
s−

n+2
2
−δ
∫
Bs(y)

u dx

}
,

where γ ∈ (0, 1) is a small constant to be fixed later. Then, thanks to (2.8) and (2.9), whenever
B2ρ(z) ⊂ Br we have

G(z, ρ) ≤ G(z, ρ)
n+2
n−2

+ε ≤ 1 + γ
n+2
n−2

+ε sup
Bs(y)⊂Bρ(z)

(
s−

n+2
2
−δ
∫
Bs(y)

u dx

)n+2
n−2

+ε

≤ 1 + C0γ
n+2
n−2

+ε sup
Bs(y)⊂Bρ(z)

s−
n+2
2
−δ
∫
B2s(y)

u dx ≤ 1 + C0γ
4

n−2
+εG(z, 2ρ). (2.10)

We now claim that G(0, r/2) is uniformly bounded.
To show this, consider the quantity

Q := sup
z∈Br,ρ≤r−|z|

G(z, ρ/2).

Note that, since u is of class C2, Q is a finite constant. Also, we can assume that Q > 2 (otherwise there
is nothing to prove). Consider now z ∈ Br and ρ ≤ r − |z| such that G(z, ρ/2) ≥ Q/2. Since Q/2 > 1,

it follows from the definition of G that there exists Bs(y) ⊂ Bρ/2(z) such that γs−
n+2
2
−δ ∫

Bs(y) u ≥ Q/3.

We can now cover Bs(y) with Nn balls {Bs/4(yk)}Nnk=1 with yk ∈ Bs(y) ⊂ Bρ/2(z), where Nn is a
dimensional constant, and observe that

Q

3
≤ γs−

n+2
2
−δ
∫
Bs(y)

u dx ≤ γs−
n+2
2
−δ

Nn∑
k=1

∫
Bs/4(yk)

u dx

≤ γ(s/4)−
n+2
2
−δ

Nn∑
k=1

∫
Bs/4(yk)

u dx ≤
N∑
k=1

G(yk, s/4). (2.11)

Note now that, since s ≤ ρ/2 and yk ∈ Bρ/2(z),

|yk|+ s ≤ |z|+ ρ

2
+
ρ

2
≤ |z|+ ρ ≤ r.

In particular Bs/2(yk) ⊂ Br, and it follows by (2.10) and the definition of Q that

G(yk, s/4) ≤ 1 + C0γ
4

n−2
+εG(yk, s/2) ≤ 1 + C0γ

4
n−2

+εQ.
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Combining this bound with (2.11), this yields

Q

3
≤ Nn

(
1 + C0γ

4
n−2

+εQ
)
≤ Nn

(
1 + C0γ

4
n−2Q

)
,

and by choosing γ small enough (depending only on C0 and the dimension), we conclude that Q ≤ 4Nn,
and therefore

γ sup
s≤r/2

s−
n+2
2
−δ
∫
Bs(0)

u dx ≤ G(0, r/2) ≤ Q ≤ 4Nn, (2.12)

as desired.
Recall now that, by [9, Theorem 1.2], if u is stable on a ball B then

‖u‖W 1,2( 1
2
B) ≤ C(n) ( diam (B))−

n+2
2 ‖u‖L1(B).

Combining this estimate with (2.12), we obtain (2.7). �

We next improve this result to solutions with finite Morse index.

Proposition 2.6. Let f ∈ C1 be nonnegative, and let u ∈ C2 be a nonnegative solution to −∆u = f(u)
in Br(x̄) for some r > 0. Assume that ind(u,Br(x̄)) ≤ k for some k ∈ N, and that f satisfies (1.5) for
some c1 > 0. Then ∫

Bρ(x̄)
|∇u|2 dx ≤ C(c1, n, ε) k ρ

δ for all ρ ∈ (0, r/4),

where δ = δ(n, ε) > 0 is as in Proposition 2.5.

Proof. Let M > 1 be a fixed constant5, define the set Q0 := Bρ(x̄), and consider the covering of
Q0 given by

{
BM−1ρ(z)

}
z∈Q0 . By Besicovitch Covering Theorem, there exist a dimensional constant

Nn ∈ N and a subfamily of balls
{
B0
`

}
`∈I0 ⊂

{
BM−1ρ(z)

}
z∈Q0 such that

1 ≤
∑
`∈I0

χB0
`
(y) ≤ Nn for all y ∈ Q0. (2.13)

In particular, since these balls have radius M−1ρ and are contained inside B2ρ(x̄), it follows that

#I0 |BM−1ρ| ≤ Nn|B2ρ| ⇒ #I0 ≤ 2nMnNn.

Moreover, since each point y ∈ Bρ(x̄) is covered by at most Nn balls of radius M−1ρ, then the same is
true if we double the radius of the balls: more precisely, there exists a dimensional constant N ′n ∈ N
such that6

1 ≤
∑
`∈I0

χ2B0
`
(y) ≤ N ′n ∀ y ∈ Q0. (2.14)

Let us split
{

2B0
`

}
`∈I0 into N ′n subfamilies of balls, where the balls of each subfamily are disjoint. As

ind(us) ≤ k, we can apply Lemma 2.2(i) to each subfamily. Then we deduce that, except for at most

5One can choose M to be any constant larger than 1, for instance M = 2. However, for notational convenience we
prefer to use the notation M instead of fixing its value, as we believe that the estimates become easier to follow.

6A simple way to see this is to note that, as a consequence of (2.13), we can split
{
B0
`

}
`∈I0

into Nn subfamilies of

balls, where the balls of each subfamily are disjoint. This implies that the centers of the balls of each subfamily are at
mutual distance at least 2M−1ρ. Then, if we double the radius, the overlapping for each of these subfamilies is bounded
by a dimensional constant Cn ≥ 1.
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N ′nk balls, say B0
1 , . . . , B

0
k0

with k0 ≤ N ′nk, the function u is stable inside each ball {2B0
` }`∈I0\{1,...,k0}.

Thus by Proposition 2.5, we have∫
B0
`

|∇u|2 dx ≤ C(c1, n)M−δρδ ∀ I0 \ {1, . . . , k0}.

Now, we consider the set Q1 :=
⋃

1≤`≤k0 B
0
` and the covering

{
BM−2ρ(z)

}
z∈Q1 . Again by Besicovitch

Covering Theorem, there exists a subfamily of balls
{
B1
`

}
`∈I1 ⊂

{
BM−2ρ(z)

}
z∈Q1 such that

1 ≤
∑
`∈I1

χB1
`
(y) ≤ Nn for all y ∈ Q1. (2.15)

Also, since these balls are contained inside
⋃

1≤`≤k0 2B0
` , it follows that (recall that k0 ≤ N ′nk)

#I1 |BM−2ρ| ≤ k0Nn|B2M−1ρ| ⇒ #I1 ≤ 2nMnk0Nn ≤ 2nMnN ′nNnk.

Furthermore, as before,

1 ≤
∑
`∈I1

χ2B1
`
(y) ≤ N ′n ∀ y ∈ Q1.

Hence (up to renaming the indices) u is stable inside each ball {2B1
` }`∈I1\{1,...,k1} with k1 ≤ N ′nk, and

therefore ∫
B1
`

|∇u|2 dx ≤ C(c1, n)M−2δρδ ∀ ` ∈ I1 \ {1, . . . , k1}.

To continue this construction, define

Q2 :=
⋃

1≤`≤k2

B2
` .

Then, we can apply the very same argument used for Q1 to find a family of balls {B2
` }`∈I2 , with

#I2 ≤ 2nMnk1Nn ≤ 2nMnN ′nNnk, such that∫
B2
`

|∇u|2 dx ≤ C(c1, n)M−3δρδ ∀ ` ∈ I2 \ {1, . . . , k2}, with k2 ≤ N ′nk.

Iterating this construction, we obtain that the family of balls {Bj
`}`∈Ij\{1,...,kj}, j∈N covers Q0 \K, with

K := ∩j∈NQj ,7 and∫
Bj`

|∇u|2 dx ≤ C(c1, n)M−jδρδ ∀ ` ∈ Ij \ {1, . . . , kj}, #Ij ≤ 2nMnN ′nNnk, kj ≤ N ′nk.

Since K has measure zero (because |Qj | ≤ kj |BM−jρ| ≤ N ′nk|BM−jρ| → 0 as j →∞), we have∫
Q0

|∇u|2 dx =

∫
Q0\K

|∇u|2 dx ≤
∞∑
j=0

∑
`∈Ij\{1,...,kj}

∫
Bj`

|∇u|2 dx

≤ C(c1, n)

( ∞∑
j=0

#IjM
−jδ
)
ρδ ≤ C(c1, n, δ) k ρ

δ.

Recalling that δ = δ(n, ε), this concludes the lemma. �

7Here one could note that, since u is smooth, every ball sufficiently small is stable and therefore Qj is empty for j large
enough, hence K = ∅. However this information is not needed, and this proof also applies to weak solutions with bounded
index.
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The next result is a powerful ε-regularity theorem which shows the following: given γ ∈ (0, 1), if
the W 1,2 norm of a solution in a ball Br decays like rn−2+2γ for r ∈ [ε, 1] with ε small enough, then it
decays all the way to the origin.

Proposition 2.7. Let g : R → R be a continuous nonnegative function, let u ∈ C2(B1) solve −∆u =
f(u) for some increasing function f : R→ R of class C1 satisfying 0 ≤ f ≤ g and (1.4), and assume that
ind(u,B1) ≤ k and

∫
B1
|u| ≤ M . Then, for any γ ∈ (0, 1) there exists m0 = m0(n, g, ε, t0, k,M, γ) ∈ N

such that the following holds:
Suppose that ∫

Br

|∇u|2 dx ≤ rn−2+2γ ∀ r ∈ [2−m0 , 1].

Then ∫
Br

|∇u|2 dx ≤ rn−2+2γ ∀ r ∈ [0, 1] (2.16)

and |u(0)| ≤M + C(n, γ).

Proof. We begin with the proof of (2.16). For that, it suffices to prove the following implication: if∫
Br

|∇u|2 dx ≤ rn−2+2γ ∀ r ∈ [2−m, 1]

for some m ≥ m0, then ∫
Br

|∇u|2 dx ≤ rn−2+2γ ∀ r ∈ [2−(m+1), 1].

Indeed, iterating this result with m = m0,m0 + 1, . . ., the result follows.
To prove the implication above, we argue by contradiction. If it was false, we could find a sequence

of functions uj ∈ C2(B1), and fj ∈ C1(R) satisfying (1.4), such that

−∆uj = fj(uj), fj increasing, 0 ≤ fj ≤ g, ind(uj , B1) ≤ k,
∫
B1

|uj | ≤M,

and a sequence mj →∞, such that∫
Br

|∇uj |2 dx ≤ rn−2+2γ ∀ r ∈ [2−mj , 1] (2.17)

but ∫
Brj

|∇uj |2 dx ≥ rn−2+2γ for some rj ∈ [2−(mj+1), 2−mj ]. (2.18)

We introduce the notation Ar := Br \Br/2.

We first note that, as a consequence of (2.17) and the bound
∫
B1
|uj | ≤M , it follows that

–

∫
A

2
−(mj+1)

|uj | dx ≤M + C(n, γ). (2.19)
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Indeed, thanks to (2.17), for any 2−mj ≤ s ≤ r ≤ 1 we have∣∣∣∣ –

∫
∂Br

|uj | − –

∫
∂Bs

|uj |
∣∣∣∣ ≤ –

∫
∂B1

|uj(ry)− uj(sy)| dy ≤
∫ r

s

(
–

∫
∂B1

|∇uj(τy)| dy
)
dτ

=

∫
Br\Bs

|∇uj(x)|
|x|n−1

dx ≤
mj∑
`=1

∫
A

2−`

|∇uj(x)|
|x|n−1

dx ≤
mj∑
`=1

2`(n−1)

∫
A

2−`

|∇uj | dx

= C(n)

mj∑
`=1

2−` –

∫
A

2−`

|∇uj | dx ≤ C(n)

mj∑
`=1

2−`
(

–

∫
A

2−`

|∇uj |2 dx
)1/2

≤ C(n)

mj∑
`=1

2−`2−`(γ−1) = C(n)

mj∑
`=1

2−`γ ≤ C(n, γ),

(2.20)

therefore ∣∣∣∣ –

∫
A1

|uj | dx− –

∫
A

2
−(mj+1)

|uj | dx
∣∣∣∣ ≤ C(n, γ),

and (2.19) follows.
To simplify the notation, we set rj := 2−mj , and we define

aj := –

∫
A2rj

uj dx, wj(x) := r−γj [uj(rjx)− aj ],

so that

–

∫
A2

wj = 0, −∆wj = hj(wj), hj(t) := r2−γ
j fj(aj + rγj t). (2.21)

Note that ind(wj , B2mj ) ≤ k and 0 ≤ hj ≤ r2−γ
j g(aj + rγj t), so it follows from (2.19) that hj → 0 in

C1
loc. Also (2.17) and (2.18) imply that∫

B
2`

|∇wj |2dx ≤ 2`(n−2+2γ) ∀ 0 ≤ ` ≤ mj (2.22)

and ∫
B1

|∇wj |2dx ≥ 2−(n−2+2γ). (2.23)

Thus, thanks to Proposition 2.3 and a diagonal argument we deduce that, up to a subsequence,

wj ⇀ w∞ in W 1,2
loc (Rn), wj → w∞ in C2

loc(Rn \ Σ∞),

where Σ∞ has cardinality at most k, and w∞ satisfies (by (2.22) and (2.21))

−∆w∞ = 0 in Rn, –

∫
A2

w∞ = 0,

∫
B

2`

|∇w∞|2dx ≤ 2`(n−2+2γ) ∀ ` ≥ 0.

Then it follows from Liouville Theorem for harmonic functions that w∞ ≡ 0,8 and therefore

wj ⇀ 0 in W 1,2
loc (Rn), wj → 0 in C2

loc(Rn \ Σ∞), #Σ∞ ≤ k.
We now want to get a contradiction with (2.23).

8Indeed, by Liouville Theorem w∞ must be a harmonic polynomial, and the bound
∫
B

2`
|∇w∞|2dx ≤ 2`(n−2+2γ) for

` ≥ 0 implies that w∞ must be constant (recall that γ < 1). Finally, since
∫
A2
w∞ = 0 we deduce that w∞ ≡ 0.
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Consider the annuli

B2 \B1, B3 \B2, . . . , Bk+2 \Bk+1.

Since #Σ∞ ≤ k, there exists î ∈ {1, . . . , k + 1} such that (Bî+1 \Bî) ∩ Σ∞ = ∅. In particular, if we fix

ϕ ∈ C∞c (Bî+3/4) nonnegative such that ϕ|Bî+1/4
= 1, then wj → 0 in C2 on {∇ϕ 6= 0}.

Now we first test the equation for wj (see (2.21)) with wjϕ to get

r2−γ
j

∫
Bî+1

fj
(
aj + rγjwj

)
wjϕdx =

∫
Bî+1

−wj∆wjϕdx

=

∫
Bî+1

|∇wj |2ϕ+ wj∇wj · ∇ϕdx

=

∫
Bî+1

|∇wj |2ϕdx+ o(1),

(2.24)

where o(1) denotes a quantity that goes to 0 as j → ∞, and the last equality follows from the C2

convergence of wj to 0 on the set {∇ϕ 6= 0}.
Similarly, testing (2.21) with (∇wj · x)ϕ, we obtain∫
Bî+1

r2−γ
j fj

(
aj + rγjwj

)
(∇wj · x)ϕdx =

∫
Bî+1

−∆wj(∇wj · x)ϕdx

=

∫
Bî+1

D2wj∇wj · xϕ+ |∇wj |2ϕ+ (x · ∇wj)∇wj · ∇ϕdx

=
(

1− n

2

)∫
Bî+1

|∇wj |2ϕdx−
1

2

∫
Bî+1

|∇wj |2∇ϕ · x dx+ o(1)

=
(

1− n

2

)∫
Bî+1

|∇wj |2ϕdx+ o(1).

Also, if we define Fj(t) :=
∫ t

0 fj(τ) dτ, then we can rewrite the first term above as follows:∫
Bî+1

r2−γ
j fj

(
aj + rγjwj

)
(∇wj · x)ϕdx

=

∫
Bî+1

r2−2γ
j ∇

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
· xϕdx

= −n
∫
Bî+1

r2−2γ
j

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
ϕdx+

∫
Bî+1

r2−γ
j

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
x · ∇ϕdx

= −n
∫
Bî+1

r2−2γ
j

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
ϕdx+ o(1),

and we eventually get

r2−2γ
j

∫
Bî+1

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
ϕdx =

n− 2

2n

∫
Bî+1

|∇wj |2ϕdx+ o(1). (2.25)

Now, given a constant N > 0, we define the set

SN :=
{
x ∈ Bî+1 : rγj |wj(x)| ≤ N

}
.
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Since wj is uniformly bounded in W 1, 2(Bî+1) and aj is uniformly bounded, for any N > 0 fixed we
have

r2−γ
j

∫
SN

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
ϕdx→ 0, r

2− γ
2

j

∫
SN

fj

(
aj + rγjwj

)
wjϕdx→ 0,

so it follows from (2.24) and (2.25) that

r2−γ
j

∫
Bî+1\SN

fj
(
aj + rγjwj

)
wjϕdx =

∫
Bî+1

|∇wj |2ϕdx+ o(1) (2.26)

and

r2−2γ
j

∫
Bî+1\SN

[
Fj

(
aj + rγjwj

)
− Fj(aj)

]
ϕdx =

n− 2

2n

∫
Bî+1

|∇wj |2ϕdx+ o(1). (2.27)

Note now that, thanks to (1.4), the fact that aj is uniformly bounded (see (2.19)), and that 0 ≤ fj ≤ g,
there exists a large constant N = N(M,n, γ, t0, ε) such that, for all j,(

2n

n− 2
+
ε

2

)[
Fj(t+ aj)− Fj(aj)

]
≤ fj(t+ aj)t ∀ t ≥ N.

Combining this inequality with (2.26) and (2.27), we get(
2n

n− 2
+
ε

2

)
n− 2

2n

∫
Bî+1

|∇wj |2ϕ ≤
∫
Bî+1

|∇wj |2ϕ+ o(1),

or equivalently

(n− 2)ε

4n

∫
Bî+1

|∇wj |2ϕ ≤ o(1).

This contradicts (2.23) and concludes the proof of (2.16).
Now, to prove that bound on |u(0)|, we observe that (2.16) allows us to deduce the validity of (2.20)

for all 0 ≤ s ≤ r ≤ 1. In particular this implies that∣∣∣∣ –

∫
A1

|uj | dx− |u(0)|
∣∣∣∣ ≤ C(n, γ),

so |u(0)| ≤M + C(n, γ) as desired. �

Finally, we conclude this section with a useful consequence of the moving plane method.

Lemma 2.8. Let Ω ⊂ Rn be a bounded convex domain, and let u ∈ C2(Ω) solve (1.1) for some
increasing positive function f : R→ R of class C1. Then there exists ρ0 = ρ0(Ω) ∈ (0, 1) such that

max
Ω

u = max
Ω0

u,

where Ω0 := {x ∈ Ω: dist (x, ∂Ω) > ρ0} .

Proof. Recall that, since f ≥ 0, the maximum principle implies that u > 0 (unless u ≡ 0, in which case
the result is trivially true). Then, since Ω is bounded and convex, the result follows by the classical
moving plane method (see also the footnote inside [9, Proof of Corollary 1.4] for more details). �



18 ALESSIO FIGALLI, YI RU-YA ZHANG

3. Uniform finite Morse index: Proof of Theorem 1.1

Let us assume, by contradiction, that there exists a sequence of C2 solutions uj{
−∆uj = λjfj(uj) in Ω,
uj = 0 on ∂Ω,

where ind(uj ,Ω) ≤ k, the functions fj : R → R satisfy all the assumptions in the statement of the

theorem, 0 ≤ λj ≤ λ̂, but ‖uj‖L∞(Ω) →∞ as j →∞. Since fj ∈ K which is a compact family, up to a

subsequence fj → f∞ in C1
loc(R) and λj → λ∞ ∈ [0, λ̂]. Define

f̂(t) := sup
j
fj(t) ∀ t ∈ R, (3.1)

so that 0 ≤ fj ≤ f̂ for all j. Since the functions fj are locally uniformly Lipschitz (by the C1
loc

compactness), f̂ is a continuous function.
We distinguish two cases, depending on the value of λ∞.

3.1. The case λ∞ > 0. Since λj → λ∞, it follows from Remark 1.2 that, for j large enough,

λjfj(t) ≥ c1t
n+2
n−2

+ε ∀ t ≥ 0, for some c1 > 0. (3.2)

Thanks to this bound, it follows from [9, Proposition B.1] that

‖uj‖L1(Ω) ≤ C0 = C0(c1,Ω). (3.3)

Also, if we define Ωτ := {x ∈ Ω: dist (x, ∂Ω) > τ}, then (3.2) and Proposition 2.6 yield

‖∇uj‖L2(Ωτ ) ≤ C1 = C1(c1,Ω, ρ) ∀ τ > 0.

Since τ > 0 is arbitrary, Proposition 2.3 and a diagonal argument imply that, up to a subsequence,

uj ⇀ u∞ in W 1,2
loc (U), uj → u∞ in C2

loc(Ω \ Σ∞), (3.4)

for some discrete set Σ∞ ⊂ Ω with #Σ∞ ≤ k, and some function u∞ ∈ C2(Ω).
Let ρ0 ∈ (0, 1) and Ω0 be given by Lemma 2.8, and define

Σ0
∞ := Ω0 ∩ Σ∞ = {x̂1, . . . , x̂`} (` ≤ k), r0 :=

1

2
min

{
ρ0, min

1≤i,l≤`
|xi − xl|

}
.

Then it follows from (3.4) that, for any ρ ∈ (0, r0),

max
1≤i≤`

‖uj − u0‖C2(Br0 (x̂i)\Bρ(x̂i)) → 0 as j →∞.

In particular, since u∞ ∈ C2(Ω), there exists a constant C̄ > 0 such that that following holds: for any
ρ ∈ (0, r0) there exists jρ ∈ N such that

max
1≤i≤`

‖∇uj‖L∞(Br0 (x̂i)\Bρ(x̂i)) ≤ C̄ ∀ j ≥ jρ. (3.5)

We now make the following:
Claim: There exist Ĉ, r̂ > 0 such that max1≤i≤` ‖uj‖L∞(Br̂(x̂i)) ≤ Ĉ for all j sufficiently large.

Assuming for a moment that the claim is proved, since uj → u∞ in C2
loc(Ω \ Σ∞) and u∞ ∈ C2(Ω),

it follows from the claim that
sup
j
‖uj‖L∞(Ω0) <∞,

where Ω0 is given by Lemma 2.8. But then Lemma 2.8 implies that supj ‖uj‖L∞(Ω) <∞, a contradiction
to our initial assumption. Hence, in the case f∞(0) > 0, the theorem is proved provided we can show
the claim.
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To prove the claim, it suffices to control ‖uj‖L∞(Br0 (x̂i)) for each i. With no loss of generality, we

can fix i = 1 and assume that x̂1 = 0. Then, thanks to (3.2) we can apply Proposition 2.6 to get the
following estimate: for any r ∈ (0, r0/2) and any z ∈ Br, given ρ ∈ (0, 2r) it follows from (3.5) that∫

Br(z)
|∇uj |2 dx ≤

∫
B2r

|∇uj |2 dx =

∫
Bρ

|∇uj |2 dx+

∫
Br\Bρ

|∇uj |2 dx

≤ Cρδ + C̄|Br| ≤ C ′
(
ρδ + rn

)
∀ j ≥ jρ. (3.6)

Also, it follows from (3.3) that

–

∫
Br0

uj ≤ |Br0 |−1C0 =: M, M = M(n, r0, c1,Ω). (3.7)

Fix γ := 1/2, and let m0 ∈ N be the constant provided by Proposition 2.7 with g = λ̂f̂ (see (3.1)).
Then, with C ′ as in (3.6), we choose first r̄ ∈ (0, r0) such that C ′r̄ ≤ 1

2 , and then we fix ρ ∈ (0, 2r̄) such

that C ′ρδ ≤ 2−m0(n−1)−1r̄n−1. With these choices it follows from (3.6) that, for any r ∈ [2−m0 r̄, r̄] and
any z ∈ B2−m0 r̄,∫

Br(z)
|∇uj |2 dx ≤ C ′

(
ρδ + rn

)
≤ 2−m0(n−1)−1r̄n−1 + C ′r̄rn−1 ≤ 1

2
rn−1 +

1

2
rn−1 = rn−1, (3.8)

provided j is sufficiently large. Hence, applying Proposition 2.7 to the functions uj,z(x) := uj(z + r̄x)

with f = r̄2λjfj (note that 0 ≤ r̄2λjfj ≤ λjfj ≤ λ̂f̂), thanks to (3.7) we conclude that |uj(z)| =
|uj,z(0)| ≤ M + C(n) for all j sufficiently large, for all z ∈ B2−m0 r̄. Choosing r̂ := 2−m0 r̄, this proves
the claim and concludes the proof of this case.

3.2. The case λ∞ = 0. Let Mj = ‖∇uj‖L2(Ω). We prove the result by contradiction, distinguishing
between two cases.

Case 1: Mj → 0 as j →∞. In this case, Proposition 2.3 implies that uj → 0 in C2
loc outside a set Σ∞

consisting of at most k points. Since ‖∇uj‖L2(Ω) → 0, with the same notation as in the case λ∞ > 0,
we deduce that (3.8) holds around each point x̂i ∈ Σ∞∩Ω0. Also, by Poincaré and Hölder inequalities,

‖uj‖L1(Ω) ≤ C(n,Ω)‖uj‖L2(Ω) ≤ C(n,Ω)‖∇uj‖L2(Ω) → 0.

Hence, arguing exactly as the previous case, thanks to Proposition 2.7 we deduce that |uj(z)| ≤ o(1) +
C(n) for all j sufficiently large, for all z ∈ B2−m0 r̄(x̂i). This implies that supj ‖uj‖L∞(Ω) < ∞, a
contradiction.

Case 2: Mj are uniformly bounded away from 0. Consider vj :=
uj
Mj

, so that

−∆vj = λjhj(vj), hj(t) := M−1
j fj(Mjt), ‖∇vj‖L2(Ω) = 1. (3.9)

As in the proof of Proposition 2.7, we multiply the equation satisfied by vj both by vj and by x · ∇vj .
Since vj ≥ 0, vj |∂Ω = 0, and Ω convex, as in the classical Derrick-Pohozaev argument (see, e.g., [17,
Proof of Theorem 1, Page 515]) the boundary terms “have the right sign”, and we get

λj
M2
j

∫
Ω
fj(Mjvj)Mjvj dx =

∫
Ω
|∇vj |2dx+ o(1) = 1 + o(1),

and
λj
M2
j

∫
Ω
Fj(Mjvj) dx ≥

n− 2

2n

∫
Ω
|∇vj |2dx+ o(1) =

n− 2

2n
+ o(1).
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Now, set S0 := {x ∈ Ω : Mjvj ≤ t0} and note that, since fj satisfies (1.4),

fj(Mjvj)Mjvj ≥
(

2n

n− 2
+ ε

)
Fj(Mjvj) in Ω \ S0.

Also, since λj → 0 and Mj is bounded away from 0,

λj
M2
j

∫
S0

fj(Mjvj)Mjvj dx ≤
λj
M2
j

∫
S0

fj(t0) t0 dx→ 0,

λj
M2
j

∫
S0

Fj(Mjvj) dx ≤
λj
M2
j

∫
S0

Fj(t0) dx→ 0.

Therefore, combining all together,

1 + o(1) =
λj
M2
j

∫
Ω\S0

fj(Mjvj)Mjvj dx

≥
(

2n

n− 2
+ ε

)
λj
M2
j

∫
Ω\S0

Fj(Mjvj) dx ≥
(

2n

n− 2
+ ε

)
n− 2

2n
+ o(1),

a contradiction for j large enough, which concludes the proof of the theorem.

Appendix A. Boundedness of stable solutions in B2 \ {0} for 3 ≤ n ≤ 9

It was shown in [7] that, if 3 ≤ n ≤ 9 and u ∈W 1, 2(B2)∩C2(B2 \{0}) is a radially symmetric stable
solution to (1.1) in Ω = B2 \ {0}, then

‖u‖L∞(B1) ≤ C‖u‖L1(B2).

Namely removing a point does not influence the interior estimate of the radially symmetric stable
solutions.

The aim of this appendix is to show that, combining the approximation argument in [7] with some
modifications of the arguments in [9], we can prove the following generalization of [9, Theorem 1.2]
which is used in the proof of Proposition 2.3:

Proposition A.1. Let 3 ≤ n ≤ 9, and let u ∈W 1, 2(B2) ∩ C2(B2 \ {0}) be a stable solution to

−∆u = f(u) in B2 \ {0},

with f : R→ R nonnegative, increasing, and of class C1. Then

‖u‖L∞(B1) ≤ C‖u‖L1(B2)

for some universal constant C > 0.

We begin by proving the following generalization of [9, Lemma 2.1]:

Lemma A.2. Let 3 ≤ n ≤ 9, and let u and f be as in Proposition A.1. Then, for any y ∈ B1 and
0 < ρ < 2− |y| we have∫

B2ρ/3(y)
|(x− y) · ∇u|2|x− y|−n dx ≤ Cρ2−n

∫
Bρ(y)\B2ρ/3(y)

|∇u|2 dx, (A.1)

and ∫
B1

|∇u|2 dx ≤ C
∫
B3/2\B1

|∇u|2 dx. (A.2)
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Proof. For simplicity of notation, given 0 < r < s < 1, we define A(s, r) := Br \Bs.
We shall first prove the following improved version of (A.1): for any y ∈ B1 and 0 < ρ < 2− |y| we

have ∫
B7ρ/8(y)

|(x− y) · ∇u|2|x− y|−n dx ≤ Cρ2−n
∫
Bρ(y)\B7ρ/8(y)

|∇u|2 dx. (A.3)

We only prove (A.3) in the case y = 0, the general case being analogous9.
Fix 0 < θ � ε � ρ, η ∈ C1

c (A(θ, 2)), and consider ξ = (x · ∇u)η as test function in the stability
inequality for u. Then, by the very same computation as the one in [9, Proof of Lemma 2.1, Step 1],
we have

0 ≤
∫
A(θ, 2)

(
(x · ∇u)2|∇η|2 + 2(x · ∇u)∇u · ∇(η2)− |∇u|2x · ∇(η2)− (n− 2)|∇u|2η2

)
dx.

If we now choose η = min
{
|x|1−

n
2 , ε1−

n
2

}
ζ with ζ ∈ C1

c (A(θ, 2)), then inside A(ε, 2) the formulas are
identical to the ones in [9, Proof of Lemma 2.1, Step 2]. Therefore, in the integrals over A(ε, 2) we have
exactly all the terms appearing in [9, Equation (2.2)], and the only difference concerns the integrals
over A(θ, ε). Note that, inside A(θ, ε), it holds

|∇η|2 = ε2−n|∇ζ|2, ∇(η2) = 2ε2−nζ∇ζ.
Thus, we obtain

0 ≤
∫
A(ε, 2)

(
− (n− 2)(10− n)

4
|x|−n(x · ∇u)2ζ2 − 2|∇u|2|x|2−nζ x · ∇ζ + 4|x|2−n(x · ∇u)ζ ∇u · ∇ζ

− (n− 2)|x|−nζ(x · ∇ζ)(x · ∇u)2 + |x|2−n(x · ∇u)2|∇ζ|2
)
dx

+ ε2−n
∫
A(θ, ε)

(
(x · ∇u)2|∇ζ|2 + 4(x · ∇u)ζ∇u · ∇ζ − 2|∇u|2ζ(x · ∇ζ)− (n− 2)|∇u|2ζ2

)
dx.

We now choose ζ ∈ C1
c (A(θ, ρ)) such that 0 ≤ ζ ≤ 1, ζ = 1 inside A(2θ, ρ/2), |∇ζ| ≤ C/θ in A(θ, 2θ),

and |∇ζ| ≤ C/ρ in A(7ρ/8, ρ). With this choice, the formula above implies

(n− 2)(10− n)

4

∫
A(ε, 7ρ/8)

|x|−n(x · ∇u)2 dx ≤ Cρ2−n
∫
A(7ρ/8, ρ)

|∇u|2 + Cε2−n
∫
A(θ, 2θ)

|∇u|2 dx,

so (A.3) follows by letting first θ → 0 and then ε→ 0 (recall that 3 ≤ n ≤ 9).
Note now that (A.3) readily implies (A.1). Also, as a consequence of (A.3) applied with y ∈ B1/8

and ρ = 11
8 , we have∫

B1

∣∣∣ x− y|x− y|
· ∇u

∣∣∣2 dx ≤ ∫
B 77

64
(y)

∣∣∣ x− y|x− y|
· ∇u

∣∣∣2 dx ≤ C ∫
B 11

8
(y)\B 77

64
(y)
|∇u|2 dx ≤ C

∫
B3/2\B1

|∇u|2 dx.

Hence (A.2) follows by averaging the inequality above with respect to y ∈ B1/8. �

We can now prove the following analogue of [9, Lemma 3.1]:10

9Actually the case y 6= 0 is simpler, since for y = 0 the function x 7→ |x− y|−n/2(x− y) · ∇u(x) (that is used as a test
function is the stability inequality) is more singular at the origin.

10In Lemma A.3 we require 3 ≤ n ≤ 9 since we proved (A.2) as a consequence of (A.3), and the latter bound requires
this dimensional restriction. However, for n ≥ 10 one could combine our approximation argument with [9, Proof of
Theorem 7.1] to show that∫

B7ρ/8(y)

|(x− y) · ∇u|2|x− y|−a dx ≤ Cρ2−a
∫
Bρ(y)\B7ρ/8(y)

|∇u|2 dx.
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Lemma A.3. Let 3 ≤ n ≤ 9, and let u ∈W 1, 2(B2) ∩ C2(B2 \B1/2) be a stable solution to

−∆u = f(u) in B2 \B1/2,

with f : R→ R nonnegative, increasing, and of class C1. Assume that∫
B1

|∇u|2 dx ≥ δ
∫
B2

|∇u|2 dx

for some δ > 0. Then there exists a constant Cδ such that∫
B3/2\B1

|∇u|2 dx ≤ Cδ
∫
B3/2\B1

|x · ∇u|2 dx.

Proof. Assume the result to be false. Then, there exists a sequence of stable solutions to −∆uk = fk(uk)
in B2 \ {0}, with fk : R→ R nonnegative, increasing, and of class C1, such that∫

B1

|∇uk|2 dx ≥ δ
∫
B2

|∇uk|2 dx,
∫
B3/2\B1

|∇uk|2 dx = 1, and

∫
B3/2\B1

|x ·∇uk|2 dx→ 0. (A.4)

Now, thanks to (A.4) and (A.2),∫
B2

|∇uk|2 dx ≤
1

δ

∫
B1

|∇uk|2 dx ≤
C

δ

∫
B3/2\B1

|∇uk|2 dx =
C

δ
. (A.5)

Therefore, since uk is stable in B2 \ B1/2, it follows from [9, Proposition 2.4] and a standard scaling
and covering argument that

‖∇uk‖L2+γ(B3/2\B1) ≤ C‖∇uk‖L2(B2\B1/2) ≤
C

δ
.

This implies that the sequence of superharmonic functions

vk := uk −
∫
B3/2\B1

uk

satisfies

‖vk‖L1(B3/2\B1) ≤ C‖vk‖L2(B3/2\B1) ≤ C

(thanks to (A.5) and Hölder and Poincaré inequalities), as well as

‖∇vk‖L2(B3/2\B1) = 1, ‖vk‖W 1,2+γ(B3/2\B1) ≤ C,
∫
B3/2\B1

|x · ∇vk|2 dx→ 0.

Thus, as in the proof of [9, Proposition 2.4], up to a subsequence we have that vk → v strongly in
W 1,2(B3/2 \B1), where v is a superharmonic function in B3/2 \B1 satisfying

‖∇v‖L2(B3/2\B1) = 1 and x · ∇v ≡ 0 a.e. in B3/2 \B1.

Again as in the proof of [9, Proposition 2.4], this implies that v is constant in B3/2 \B1, a contradiction
that proves the result. �

We can now prove the main result of this appendix.

for any a < 2(1+
√
n− 1). In particular, choosing a = 2 and arguing as in the proof of Lemma A.2, one proves the validity

of (A.2) in every dimension. As a consequence, one can show that Lemma A.3 holds in every dimension.
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Proof of Proposition A.1. The argument is similar to the one in [9, Proof of Theorem 1.2], with some
minor modifications.

Given y ∈ B1 and ρ ∈ (0, 1) we define the quantities

D(ρ, y) := ρ2−n
∫
Bρ(y)

|∇u|2 dx and R(ρ, y) :=

∫
Bρ(y)

|x− y|−n|(x− y) · ∇u|2 dx.

We claim that there exists a dimensional exponent α > 0 such that

R(ρ, y) ≤ Cρ2α‖∇u‖2L2(B3/2) ∀ ρ ∈ (0, 1/4), y ∈ B1. (A.6)

To prove this claim, note that (A.3) implies that

R(ρ, y) ≤ Cρ2−n
∫
B3ρ/2(y)\Bρ(y)

|∇u|2 dx ∀ ρ ∈ (0, 1/4), y ∈ B1. (A.7)

Hence, if D(ρ, y) ≥ 1
2D(2ρ, y) and 0 6∈ B2ρ(y) \Bρ/2(y), then we can apply Lemma A.3 with δ = 1/2 to

the function u(y + ρ ·) to we deduce that

ρ2−n
∫
B3ρ/2(y)\Bρ(y)

|∇u|2 dx ≤ Cρ−n
∫
B3ρ/2(y)\Bρ(y)

|(x− y) · ∇u|2 dx ≤ C
(
R(3ρ/2, y)− R(ρ, y)

)
for some universal constant C. Combining this bound with (A.7) and using that R is nondecreasing,
we deduce that

R(ρ, y) ≤ C
(
R(2ρ, y)− R(ρ, y)

)
provided D(ρ, y) ≥ 1

2D(2ρ, y) and 0 6∈ B2ρ(y) \Bρ/2(y). (A.8)

Note that 0 6∈ B2ρ(y) \Bρ/2(y) is equivalent to saying that either ρ ≥ 2|y| or ρ ≤ |y|.
Thus, fixed y ∈ B1, if we define aj := D(2−j−2, y), bj := R(2−j−2, y), and N := b− log2 |y|c (so

N =∞ if y = 0), then there exists a universal constant L > 1 such that:

(i) bj ≤ bj−1 for all j ≥ 1 (since R is nondecreasing);
(ii) aj + bj ≤ Laj−1 for all j ≥ 1 (by (A.7));

(iii) if aj ≥ 1
2aj−1 then bj ≤ L(bj−1 − bj), for all j ∈ N \ {N − 2, N − 1}11 (by (A.8)).

Therefore, if we choose ε > 0 such that 2−ε = L1+ε

1+L , and we define cj := aεjbj and θ := (2−ε)
1

1+ε ∈ (0, 1),

then the proof of [9, Lemma 3.2] shows that

cj+1 ≤ θcj for all j ∈ N \ {N − 2, N − 1},
which implies that

cj ≤ θjc0 for 1 ≤ j ≤ N − 2, cj ≤ θj−NcN for j ≥ N. (A.9)

Also, as a consequence of (i) and (ii) above, we have

cN−1 = aεN−1bN−1 ≤ (LaN−2)εbN−2 ≤ LεcN−2, cN = aεNbN ≤ (L2aN−2)εbN−2 ≤ L2εcN−2. (A.10)

Hence, combining (A.9) and (A.10) we easily deduce that

cj ≤ L2εθj−2c0 ∀ j ≥ 1.

As in the proof of [9, Lemma 3.2], this implies that

bj ≤ C(a0 + b0)θj ≤ C‖∇u‖2L2(B3/2)θ
j ∀ j ≥ 1,

so (A.6) follows by choosing α > 0 so that 2−2α = θ.

11The condition on j guarantees that either 2−j−2 ≤ |y| or 2−j−2 ≥ 2|y| .
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We now observe that, thanks [9, Proposition 2.5] and a standard scaling and covering argument, we
have ‖∇u‖L2(B3/2\B1) ≤ C‖u‖L1(B2\B1/2). Hence, combining this bound with (A.6) and (A.2), we obtain

R(ρ, y) ≤ Cρ2α‖u‖2L1(B2) ∀ ρ ∈ (0, 1/4), y ∈ B1.

Thanks to this estimate, the argument in [9, Proof of Theorem 1.2, Step 2] implies that

[u]Cα(B1) := sup
x 6=y∈B1

|u(x)− u(y)|
|x− y|α

≤ C‖u‖L1(B2),

and the conclusion follows by the interpolation estimate

‖u‖L∞(B1) ≤ C
(

[u]Cα(B1) + ‖u‖L1(B1)

)
.

�

Appendix B. Uniform boundedness of solutions with spectrum bounded below

Although not relevant for this paper, it is interesting to observe that, by simply adapting the ar-
guments in [9], one can deduce an a priori bound in L∞ for solutions of −∆u = f(u) whenever the
spectrum of the linearized operator −∆− f ′(u) is contained inside [−Λ,+∞) for some finite constant
Λ ≥ 0. Also, for finite Morse index solutions, the constant Λ depends only on n and on a maximal finite
dimensional subspace Xk on which Qu is negative definite. Unfortunately one cannot hope in general
to control Λ in terms only on the Morse index, as can be seen by considering the family of solutions
(1.2) (which has index 1).

To present this result, consider u ∈ C2(B2) a solution to −∆u = f(u) in B2 with ind(u,B2) ≤ k,
and define

Q̂u[ξ, ζ] :=

∫
B2

(
∇ξ · ∇ζ − f ′(u) ξ ζ

)
dx.

Since ind(u,B1) ≤ k, there exists a k-dimensional set Xk ⊂ C1
c (B1) such that, for any ξ ∈ C1

c (B1), we

can write ξ = ξk + ξ′ with ξk ∈ Xk, Q̂u[ξ′, ξ′] ≥ 0, and Q̂u[ξ′, ξk] = 0.
Now, since Xk is finite dimensional,

sup
ξ∈Xk, ‖ξ‖L2(B1)

‖ξ‖L∞(B1) =: Ak <∞,

so it follows from Lemma 2.2(ii) (and a covering argument) that

inf
ξ∈Xk, ‖ξ‖L2(B1)

=1

∫
B1

(
|∇ξ|2 − f ′(u)ξ2

)
dx ≥ − sup

ξ∈Xk, ‖ξ‖L2(B1)

‖ξ‖2L∞(B3/4)

∫
B1

f ′(u) dx ≥ −CnA2
k,

which implies that ∫
B1

|∇ξ|2 dx ≥
∫
B1

(
f ′(u)− Λ

)
ξ2 dx ∀ ξ ∈ C1

c (B1), (B.1)

where Λ := CnA
2
k. In other words, the spectrum of the operator −∆ − f ′(u) on L2(B1) is bounded

from below by −Λ.
In [9, Theorem 1.1], whenever 3 ≤ n ≤ 9, the authors proved an a priori L∞ estimate12 for solutions

of −∆u = f(u) satisfying (B.1) with Λ = 0. The goal of this appendix is to show how to extend such
a result to the general case Λ ≥ 0.

12Actually, [9, Theorem 1.1] provides a universal Cα bound for some α > 0. Analogously, also in the general case
Λ ≥ 0 one can prove an interior bound on ‖u‖Cα .
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Proposition B.1. Let 3 ≤ n ≤ 9, let f : R → R be nonnegative, increasing, and of class C1, and let
u ∈ C2(B2) solve −∆u = f(u) and satisfy (B.1) for some Λ ≥ 0. Then

‖u‖L∞(B1/2) ≤ C(Λ)‖u‖L1(B1).

The proof of Proposition B.1 is very similar to that in [9, Sections 2 & 3], the main differences being
in two interior estimates that we present here. Once the two lemmas below are available, the proof
follows by the same argument as in [9], and we leave the details to the interested reader.

Lemma B.2. Let u ∈ C2(B1) be as in Proposition B.1. Then, for any η ∈ C1
c (B1), we have∫

B1

((n− 2)η + 2x · ∇η)η|∇u|2 − 2(x · ∇η)∇u · ∇(η2)− |x · ∇u|2(|∇η|2 + Λη2) dx ≤ 0. (B.2)

Thus, for any ϕ ∈ C1
c (B1), we have

(n− 2)(10− n)

4

∫
B1

|x|−n|x · ∇u|2(1− Λ|x|2)ϕ2 dx

≤
∫
B1

(
− 2|x|2−n|∇u|2ϕ(x · ∇ϕ) + 4|x|2−n(x · ∇u)ϕ∇u · ∇ϕdx

+ (2− n)|x|−n|x · ∇u|2ϕ(x · ∇ϕ) + |x|2−n|x · ∇u|2|∇ϕ|2
)
dx (B.3)

In particular, for 0 < r < 1
2 min

{
1,Λ−1/2

}
,∫

Br

|x|−n|x · ∇u|2 dx ≤ C(n)r2−n
∫
B3r/2\Br

|∇u|2 dx. (B.4)

Proof. We proceed as in [9, Lemma 2.1] and sketch the proof here. First we choose ξ = (x · ∇u)η in
(B.1), with η ∈ C1

c (B1), to get∫
B1

(
∆(x · ∇u) + f ′(u)(x · ∇u)

)
(x · ∇u)η2 dx ≤

∫
B1

(x · ∇u)2(|∇η|2 + Λη2) dx. (B.5)

Then by noticing that

∆(x · ∇u) = x · ∇∆u+ 2∆u = −f ′(u)(x · ∇u) + 2∆u, (B.6)

we conclude (B.2). Then (B.3) follows by taking η = |x|−
n−2
2 ϕ, and (B.4) follows by further choosing

ϕ as a cut-off function supported in B3r/2 with ϕ = 1 on Br. �

Lemma B.3. Let u ∈ C2(B1) be as in Proposition B.1. Write

A =

(
|D2u|2 − |D

2u · ∇u|2

|∇u|2

) 1
2

when |∇u| 6= 0, and A = 0 when |∇u| = 0.

Then, for any η ∈ C1
c (B1), we have∫

B1

A2η2 dx ≤ (1 + Λ)

∫
B1

|∇u|2|∇η|2 dx

Proof. We follow the argument of [9, Lemma 2.3] and again sketch the proof. Set ui := ∂iu. Multiplying
both side of the equation −∆ui = f ′(u)ui by uiη

2, and summing over i = 1, . . . , n, we get∫
B1

(∑
i

|∇(uiη)|2 − |∇u|2|η|2
)
dx =

∫
B1

f ′(u)|∇u|2η2 dx.
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On the other hand, choosing ξ = |∇u|η in (B.1), we have∫
B1

|∇(|∇u|η)|2 + Λ|∇u|2η2 dx ≥
∫
B1

f ′(u)|∇u|2η2 dx.

Thus we obtain ∫
B1

|∇u|2|η|2 + Λ|∇u|2η2 dx ≥
∫
B1

(∑
i

|∇(uiη)|2 − |∇(|∇u|η)|2
)
dx,

and we aconclude the lemma by noticing that∑
i

|∇(uiη)|2 − |∇(|∇u|η)|2 = A2η2.

�
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