MODE STABILITY AND SHALLOW QUASINORMAL MODES OF
KERR-DE SITTER BLACK HOLES AWAY FROM EXTREMALITY

PETER HINTZ

ABSTRACT. A Kerr—de Sitter black hole is a solution (M, ga,m,a) of the Einstein vacuum
equations with cosmological constant A > 0. It describes a black hole with mass m > 0 and
specific angular momentum a € R. We show that for any € > 0 there exists d > 0 so that
mode stability holds for the linear scalar wave equation (g, . ¢ = 0 when |a/m| € [0, 1—¢]
and Am? < §. In fact, we show that all quasinormal modes ¢ in any fixed half space
Imo > —CV/A are equal to 0 or —iy/A/3(n + o(1)), n € N, as Am? \, 0. We give an
analogous description of quasinormal modes for the Klein—-Gordon equation.

We regard a Kerr—de Sitter black hole with small Am? as a singular perturbation either
of a Kerr black hole with the same angular momentum-to-mass ratio, or of de Sitter
spacetime without any black hole present. We use the mode stability of subextremal
Kerr black holes, proved by Whiting and Shlapentokh-Rothman, as a black box; the
quasinormal modes described by our main result are perturbations of those of de Sitter
space. Our proof is based on careful uniform a priori estimates, in a variety of asymptotic
regimes, for the spectral family and its de Sitter and Kerr model problems in the singular
limit Am? N\, 0.

1. INTRODUCTION

The metric of a subextremal Kerr—de Sitter (KdS) spacetime depends on the parameters
A > 0 (cosmological constant), m > 0 (mass of the black hole), and a € R (specific angular
momentum). It involves the quartic polynomial

Ar?

fiama(r) = (r* + a?) <1 — T) — 2mr. (1.1)

The spacetime, or the set of parameters (A, m,a), is called subextremal if pp mq has four
distinct real roots
- C
TA,m,a < TA,m,a < ri,m,a < Tlcx,m,a'
For subextremal parameters, the KdS metric is given on the domain of outer communica-
tions

M}igg =R; x (ri7m7a,rf\7m7a)r x (0,7)g x (0,2m)g (1.2)
in Boyer—Lindquist coordinates (introduced in the special case A = 0 in [BL67]) by
HA,m a("f’) ) 9 2 d?"2 d92
JAma i= — i dt —asin“fdde)” + o 7",9( + )
" T a1 P el OG0 T @)

1.3
CAm,a(0)sin® 6 (1.3)

O3 0% ma (75 0)

((r? + a®)dp — adt)?,
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Aa? Aa?

bA,m,a =1+ 77 CA,m,a(e) =1+ 7 COS2 9, Qim’a(T, 9) = T2 + 02 COS2 0. (14)
Its physical relevance stems from the fact that it is a solution of the Einstein vacuum
equation Ric(gama) — Agama = 0. It was discovered by Carter [Car68], following the

earlier discovery [Ker63] of the Kerr metric, which is obtained by formally setting A = 0:
Im,a = 90,m,a; Ric(gma) =0 on Ry x (1 4,00)r x (0,7)g x (0,27)4.

For A = 0, the condition for subextremality is that 72 4+ a? — 2mr have two distinct real
roots rncw < T'qq; these roots are m¥ v/ m2 — a2, and thus a Kerr spacetime is subextremal if
and only if |a/m| < 1. When Am? > 0 is sufficiently small, this is also a sufficient condition
for the subextremality of the KdS spacetime; see Figure 1.1 below, and Lemma 3.1 for a

weaker—but sufficient for our purposes—statement.

The above expression for the metric becomes singular at r» = r§ ., and r = r{ . This
is merely a coordinate singularity, as can be seen by passing to the coordinates

ba
o=t —=Tama(r)s  Thmalr) = (r + 0%) "0 Fy na(r),
MA,mJ(T) (1 5)
b '
Gs =G — PAmalr), /A,m,a(r) = aﬁFA,m,a(T%
HAm,a(T)
T_Ti\,nua

where Fp mq(r) = 27'/5\ — 1. Expressed in the coordinates (t., 7,6, ¢.), the metric

€
m,a TA,m,a

gA,m,a €xtends real analytically to

Mpma =Ry, X XA ma, Xama = (1§ ma»00)r XS54, (1.6)
See [PV21b, Equation (5)] for the explicit expression.! The two null hypersurfaces

2 v c 2
/HX,m,a =Ry, x {Ti,m,a} X SG,(ﬁ*’ /HX,m,a =Ry, X {TA,m,a} X SG,d)*
are called the (future) event horizon and (future) cosmological horizon, respectively.
The object of main interest in this paper is the set
QNM(A,m,a) C C

of resonances, or quasinormal modes, of the scalar wave operator Ug, . Here, o €

QNM(A, m, a) if and only if there exists a resonant state ug(r, 0, ¢.) € C‘X’()Z'AMG) so that
u(te,m,0,04) = e ug(r,0,¢.) € C°(Mpma) is a mode solution of the wave equation
Ogpmett = 0. (For an equivalent definition in terms of Boyer-Lindquist coordinates, see
e.g. [Dyallb, Theorem 3] or [CTdC22, Definition 2.4].)

Theorem 1.1 (Quasinormal modes of Kerr—de Sitter black holes away from extremality:
massless scalar fields). Fiz C > 0, and let ¢ > 0. Then there exists § > 0 so that for*
la/m| <1 —¢€ and Am? € (0,0), every

o € QNM(A, m,a), Im(A_l/QU) > —C

either satisfies 0 = 0 or 0 = —ir/A/3(n + o(1)) for some n € N as Am? \, 0. Moreover,
the only mode solutions with o = 0 are constant functions. Conversely, for any n € N and

" the main part of the paper, we will make a different choice of Fa m,q(r) which has better properties
in the limit Am? \, 0; see §3.1.
2The quantities a/m, Am?, and A" %o are dimensionless; see §1.3.
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n > 0 there exists, for sufficiently small Am? > 0 and for any a/m € [~1+¢,1 — ¢, an
element o € QNM(A, m, a) with |o4/3/A+in| < n.

Thus, the set (A/S)féQNM(A,m, a) converges in any half space Imo > —C' to the set
—iNg as Am? N\, 0 when |a/m| remains bounded away from 1. The significance of the set
—i4/A /3Ny is that it is the quasinormal mode spectrum of the wave operator on the static
patch of de Sitter space, as computed in [BCLP99, CP04, HX21] and rigorously verified in
[Vas10] (via [HV18, Appendix C]) and [HX22, §2]). The quasinormal modes described by
Theorem 1.1 are ‘zero-damped’ in that they tend to a real number (in fact, to 0) as A \, 0;
for further results on zero-damped quasinormal modes, see [Joy22].

The full result, Theorem 3.8 (together with Lemma 3.7), is more precise: we show the
convergence of resonances with multiplicity, and we also prove the convergence of (general-
ized) resonant states, appropriately rescaled, to (generalized) resonant states on the static
patch of de Sitter space. (Petersen—Vasy [PV2la], based on earlier work by Galkowski—
Zworski [GZ21a], showed that resonant states are analytic, but our analysis does not make
use of this fact.) We refer the reader to [HX22, §§1 and 4] for plots and numerics in the
Schwarzschild—de Sitter case a = 0, and to Figure 1.1 below for a schematic illustration of
Theorem 1.1.

Mode stability is an immediate consequence of Theorem 1.1:3

Corollary 1.2 (Mode stability of Kerr—de Sitter black holes away from extremality). For
any € > 0, there exists § > 0 so that mode stability holds for the scalar wave equation on
Kerr—de Sitter black holes with parameters A, m, a satisfying |a/m| < 1—e and Am? € (0,6).
That is, no o € C with Imo > 0 and o # 0 is a quasinormal mode; equivalently, for
o € QNM(A,m,a), either Imo < 0 or 0 = 0. Moreover, for o =0, the only mode solutions
are constants.

In particular, when A > 0 and the ratio |a/m| < 1 are fixed, this implies the mode
stability of KdS when the black hole mass m is sufficiently small. Alternatively, when m
and |a/m| < 1 are fixed, we conclude mode stability when A > 0 is sufficiently small;
this regime is of particular astrophysical interest since, according to the currently favored
ACDM model, A is indeed positive but very small.

The KdS black holes considered in Theorem 1.1 fit into Vasy’s framework [Vas13, §6], re-
cently extended to the full subextremal range of KdS black holes by Petersen—Vasy [PV21b].
This implies resonance expansions for solutions of the wave equation up to exponentially
decaying remainders.* We state this in the simplest form, and only record the terms corre-
sponding to the quasinormal modes captured by Theorem 1.1:

Corollary 1.3 (Resonance expansions for waves). Put x = (r,0,¢.). For C > 0 and
€ >0, let 6 >0 be as in Theorem 1.1, and suppose |a/m| < 1 — € and Am? € (0,65). Let

3The KdS parameter range covered by Corollary 1.2 has been confirmed to constitute a “large” range in
the sense of [Zwol7, €3¢3 Conjecture 4].

“In the present context, the dynamical assumptions required by Vasy’s framework follow already by
combining the r-normal hyperbolicity for every r of the trapped set of subextremal Kerr black holes, proved
by Dyatlov [Dyal5], with the structural stability of such trapped sets [HPS77]. In fact, however, in the
course of our proof of Theorem 1.1, we directly prove the meromorphicity of, and high energy estimates for,

the inverse of the spectral family of [J in Im(A*%a) > —C, which imply such resonance expansions.

IA,m,a
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FiGURE 1.1. On the left: illustration of Theorem 1.1. The wave operator
on Kerr-de Sitter spacetimes with small Am? has a resonance at 0, and
resonances near —iny/A/3, n = 1,2,3,... On the right: the dashed region
is the parameter space of subextremal Kerr—de Sitter black holes. The red
region is a schematic depiction of the set of parameters to which Theorem 1.1
applies. Mode stability is known to hold in the union of the red region

(Corollary 1.2) and the green region (see §1.2).

X = [r_,ry] x S§, , where r_ € (Tg,ma7ri,m o) and ry € (r§ o, 00). Let u = u(ts, x)
denote the solution of the initial value problem
Ogpmatt =0, (u, O, u)|t,—0 = (up,u1) € C(X) ®C®(X).

Then u has an asymptotic expansion
k;

N
u(tse, x) —ug — Z( tfe_i“jt*ujk(x)> ‘ < C’le_c\/xt*,
i=1 \k=0

where ug € C, and where o1,...,0n8 € C (possibly with repetitions) are the quasinormal
modes with 0 > Im(A_%Uj) > —C, and the ZZ’;O tke=ioity ). are (generalized) mode solu-

tions® of the wave equation. In particular,

) ol < Coexp (1)1,

where n = n(Am? a/m) — 0 as Am? N\, 0. Above, C1,Cy are constants depending only on

A, m, a, and on the initial data ug, u;.

See [PV21b, Theorem 1.5] (based on [Vas13, Theorem 1.4]) for a more precise statement
which has weaker regularity requirements and allows for the presence of forcing. See more-
over [HV18] and [PV21b, Theorem 1.6] (based on [HV16]) for applications of such resonance

expansions to quasilinear equations.
Remark 1.4 (Spacetime degeneration). A uniform description of the singular limit of (waves
on) KdS spacetimes as m 0 is beyond the scope of this paper.

As an illustration of the flexibility of our method of proof, we also show:

5We do not rule out the possibility that some of the resonances controlled by Theorem 1.1 are not simple;

hence the need to allow for k; > 1.
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Theorem 1.5 (Quasinormal modes of Kerr—de Sitter black holes away from extremality:
massive scalar fields). Let v € C. Denote by QNM(v; A, m,a) the set of resonances for

the Klein—Gordon operator U — %I/.G Put Ay = % + 1/% —v. Let C > 0. Then

9gA,m,a
for any € > 0, there exists § > 0 so that for |a/m| < 1 — € and Am? € (0,0), every
o € QNM(v; A, m, a) with Im(Aféa) > —C satisfies

o=—i\/A/3(Ax +n+0(1))

for some n € Ny as Am? \, 0. Conwversely, there does exist a quasinormal mode near each
—i/A/3(Ax +7n).

Solutions of the Klein—-Gordon equation admit resonance expansions in a manner analo-
gous to Corollary 1.3. For the remainder of this introduction, we restrict attention to the
massless case (Theorem 1.1) unless explicitly stated otherwise.

1.1. Prior work on quasinormal modes and resonance expansions on de Sitter
black hole spacetimes. In the special case a = 0 of Schwarzschild—de Sitter black holes
(in which case the subextremality condition becomes 0 < 9Am? < 1), the discreteness of
QNM(A, m,0) was shown by S& Barreto—Zworski [SBZ97], relying in particular on [MMS87].
For fixed parameters (A, m), they also characterized resonances in the high frequency regime
| Reo| > 1, and showed that in conic sectors Im o > —6| Re o| (with # > 0 sufficiently small)
they are given by

2

(il 41 —i(n—i— 1))7(1 — 9Am’)
2 2 3Azm
When Am? \, 0, these approximate resonances thus leave any fixed half space Im(A_%U) >
—(C} in this sense, Theorem 1.1 concerns an altogether different regime of resonances than
[SBZ97]. One is moreover led to conjecture that (at least away from the negative imaginary
axis) Theorem 1.1 continues to hold in the larger m-dependent range Imo > —em~! for
any c < Ti/g

Still for a = 0, the author and Xie [HX22] proved a version of Theorem 1.1 which only
provides uniform control of resonances in any fixed ball \A_%a| < C provided they are
associated with mode solutions which moreover have a fized angular momentum [ € Ny
(i.e. their dependence on the angular variables is given by a degree [ spherical harmonic).
The proof proceeded via uniform estimates for a degenerating family of ordinary differential

equations, whereas the proof of Theorem 1.1 requires more sophisticated tools (see §1.4).

NI

VA/B+o(1), l—oo. (n=012..) (L7

On Schwarzschild—de Sitter spacetimes, high energy resolvent estimates and resonance
expansions similar to Corollary 1.3 were established in [MSBV14b, MSBV14a] (exponential
decay to constants on M, Am,0) and previously in [BHOS]: in the latter paper, Bony-Héfner
showed that on M}ig%, waves are convergent sums over possibly infinitely many resonances,
up to an error term which has any desired amount of exponential decay. In recent work,
Mavrogiannis [Mav21] gives a proof of exponential decay to constants (thus exponential
energy decay) using vector field (‘physical space’) techniques; this improves on earlier work
by Dafermos—Rodnianski [DR07] which gave superpolynomial energy decay. An alternative
definition of the quasinormal mode spectrum, as the set of eigenvalues of an appropriate

6The normalization of the zeroth order term is chosen so that v is dimensionless; see §1.3.
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evolution semigroup, and a proof of some of its salient properties (such as discreteness), was
given by Warnick [Warl5], and extended to asymptotically flat settings by Gajic—Warnick
[GW20]; see also [GZ21b].

These results were generalized to the case of slowly rotating Kerr—de Sitter black holes
in a series of papers by Dyatlov. In [Dyallb], Dyatlov defined resonances by exploiting
the separability of the wave equation and proved the discreteness of the set of resonances;

he moreover showed exponential decay to constants of waves first in M}?g%, and then

in M mq in [Dyalla] using red-shift estimates of Dafermos-Rodnianski [DR09] near the
horizons. The paper [Dyal2] gives a description of the high energy resonances generalizing
and significantly refining (1.7), and proves resonance expansions for solutions of the wave
equation, up to error terms with any desired amount of exponential decay. As in the case
a = 0, the semiclassical methods of [Dyal2] are effective only in a high frequency regime,
and all resonances captured by it leave the subset of the complex frequency plane described
in Theorem 1.1 when Am? X\ 0.

A key ingredient in Dyatlov’s works is a robust approach to the analysis of the spectral
family at high frequencies near the trapped set. Wunsch—Zworski [WZ11b, WZ11a] showed
that the trapped set of slowly rotating Kerr black holes is k-normally hyperbolic for every
k [HPS77]; this was later extended to the full subextremal range, and to KdS black holes
with either small angular momentum or small cosmological constant by Dyatlov [Dyal5].
Moreover, [WZ11b] provided microlocal semiclassical (i.e. high energy) estimates at the
trapped set. Dyatlov subsequently devised a particularly elegant method [Dyal6] to prove
semiclassical estimates at normally hyperbolic trapped sets; we will use [Dyal6] (rephrased
as a propagation estimate as in [HV16, Theorem 4.7]) as a black box in the present paper.
Dyatlov’s method has since been extended to give estimates at the trapped set for waves
on asymptotically Kerr(—de Sitter) spacetimes [Hin21a)].

Remark 1.6 (Further comments on trapping). An important conceptual feature of the anal-
ysis of the trapped set in [Dyallb] is that it is based solely on the dynamical structure of the
trapped set (which is stable under perturbations [HPS77]), rather than on the separability
of the wave equation. Using the separability, estimates at the trapped set of rotating Kerr
spacetimes can be proved using rather explicit pseudodifferential multipliers, as shown by
Tataru-Tohaneanu [TT11]; see also [DR11, DR10] and the definitive [DRSR16] for a very
explicit approach of this nature. Andersson—Blue [AB15a] can avoid this issue altogether
by exploiting a second order ‘hidden’ symmetry operator which is closely related to the
complete integrability of the geodesic flow on Kerr spacetimes.

Vasy’s influential non-elliptic Fredholm theory [Vasl13| provides a general framework for
proving the discreteness of resonance spectra and for establishing resonance expansions
of waves. This framework is fully microlocal, and makes use in particular of radial point
estimates (originating in [Mel94]) and real principal type propagation estimates [DH72], to-
gether with high energy estimates in the presence of normally hyperbolic trapping. Without
having to separate variables, [Vas13] recovers the results on exponential decay to constants
proved in [BHO8, MSBV14b, Dyallal. A detailed account is given by Dyatlov—Zworski
[DZ19].

The absence of modes for the Klein—-Gordon equation in Im o > 0 can be proved directly
for all ¥ > 0 (in the notation of Theorem 1.5) in the case a = 0. In the case of small
a/m # 0, it also follows for sufficiently small v > 0 from a perturbative calculation off the



MODE STABILITY OF KERR-DE SITTER 7

massless KdS case (see [Dyallb] or [HV15, Lemma 3.5]). We also note that Besset—Héfner
[BH21] proved, by such perturbative means, the existence of exponentially growing modes
for weakly charged and weakly massive scalar fields on slowly rotating Kerr—-Newman—
de Sitter spacetimes.

1.2. Prior work on mode stability. We now turn to a discussion of the problem of
mode stability for black hole spacetimes. Mode stability (for massless scalar waves) is
a much weaker statement than Theorem 1.1, and by itself far from sufficient to obtain
Corollary 1.3 (or even just boundedness of waves).” It is, however, more amenable to
direct investigations. Indeed, for a = 0, mode stability can be proved via an integration by
parts argument (when Imo > 0) and a Wronskian (or boundary pairing) argument (when
o € R\ {0}); and the zero mode can be analyzed using an integration by parts argument
as well. (Even for the linearized Einstein equation, an appropriate notion of mode stability
for Schwarzschild—de Sitter black holes can be proved with moderate effort, see e.g. [KI03]
and [HV18, §7].) Given Vasy’s general perturbation-stable framework [Vas13], or using the
arguments specific to the Kerr—de Sitter metric by Dyatlov [Dyallb, Theorem 4], mode
stability follows for the wave equation on KdS with parameters (A, m, a) provided |a/m| is
sufficiently small.

For subextremal KdS black holes with a # 0, one can consider fully separated mode
solutions

e ™M S(D)R(r), m € Z,

where the angular function S and the radial function R solve decoupled ordinary differential
equations (ODEs). Mode stability can then be proved for certain values o € R by means
of Wronskian (or energy) arguments for the radial ODE. More precisely, this applies to o
which are not superradiant (see [SR15, §1.6] for this notion on Kerr spacetimes); the set
of superradiant frequencies o € R is a nonempty (when a # 0 and m # 0) open interval
centered roughly around ma. This argument also excludes resonances outside an appropri-
ate subset of the upper half plane. (There are no superradiant modes when one restricts to
axially symmetric mode solutions, i.e. m = 0, so mode stability for azially symmetric scalar
perturbations holds true.) Casals-Teixeira da Costa [CTdC22| exploit subtle discrete sym-
metries of the radial ODE, conjectured in [AGH20, Hat21], to prove mode stability outside
a smaller, but still always nonempty, subset of the closed upper half plane. (We also men-
tion that [AGH20] proposed exact quantizations conditions for quasinormal modes, which
were subsequently verified in [BILT21].) Numerical evidence [YUF10, Hat20] supports the
conjecture that mode stability does hold in the full subextremal range.

By contrast with the Kerr—de Sitter case, the mode stability of subextremal Kerr space-
times is settled (and 0 is not a resonance in this case). It was proved for fully separated
mode solutions in Imo > 0 by Whiting [Whi89] who used a carefully defined integral
transform which maps the radial function R to another function which satisfies an ODE
for which Wronskian arguments can be applied successfully; Shlapentokh-Rothman [SR15]
showed that Whiting’s transformation can be used to prove mode stability on the real

"When combined with the Fredholm theory of [PV21b], it does however imply the existence of a spectral

gap, i.e. a small number o > 0 so that 0 is the only resonance in Im(Aféa) > —q; and this gives decay to
constants, at the rate e” ', of smooth linear waves.
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axis.® Mode stability in Imo > 0 for the Teukolsky equation for other values of the spin
s € %Z (with s = 0 corresponding to the scalar wave equation) was subsequently proved
by Andersson—-Ma—Paganini-Whiting [AMPW17]. A different proof of these mode stability
results, based on a discrete symmetry of the relevant confluent Heun equation, was given
in [CTdC22].

We remark that when a # 0, the ODE for S(0) depends on the value of o (see [SR15,
Equation (1.3)]), and the underlying operator is not self-adjoint when o ¢ R and thus does
not possess a complete orthonormal basis of eigenfunctions; since it is therefore not clear
that one can expand a general mode solution into fully separated ones, one cannot directly
deduce mode stability in Imo > 0, in the sense used in this paper, from Whiting’s result.
(See however [FS16].) Nonetheless:

Theorem 1.7 (Mode stability of subextremal Kerr black holes). Denote by gm.a = go,m,a the

Kerr metric on Ry, X [rg 4,00), X S5 o, eapressed in terms of the coordinates t., . in (1.5)

where we take Foma(r) to be equal to —1 near r = ry , and equal to 0 for v > 2r§17a.9

Let 0 # 0 € C, Imo > 0. Suppose u(ty,r,0,¢,) = e tug(r, 0, ¢x) is a mode solution of
Ogmo® = 0, where ug is smooth on [ry, 4, 00), X S% .» and so that IO 2imey (  6) =
rrug(r~1, 0, ¢.) where vg = vo(p, 0, ¢x) is smooth on [0,1/rE ) x S .- Then ug =0 on

[rﬁw, o) x S2.

Proof of Theorem 1.7 when o € R\ {0} or a = 0. Consider first the case o € R\ {0}. Sup-
pose u is a mode solution of the fully separated form

u(t,r, 0, ¢) = e_iateimqu(G)R(r);

here S(0) = Symi(0), m € {—I,—1 + 1,...,1}, denotes an oblate spheroidal harmonic.
We recall the regularity requirements on R from [SR15, Definition 1.1]: near r = oo, the
function re~"" R(r) = re~"r=2m9 R(r) is smooth in 1/r, where r, = r + 2mlogr (which
%, up to terms which are smooth

i(am—erﬁ,yao‘)

agrees with r*, defined in the reference by % =

in 1/r); and near r = TG, the function (r —rg ) 2¢/m2—a2
) b
2mrﬁ1,u .

T = Tha Since t =ty — N log(r —r o) and ¢ = ¢x — Nﬁ log(r — g o) modulo
functions which are smooth at r = ry, ;, these regularity requirements are the same as those

R(r) is smooth down to

made in Theorem 1.7 if one recalls that the functions e™?*S,,,;(#) are smooth on Sg? b
(which is enforced by the boundary conditions placed on S,p,;(0) at 8 = 0,7, cf. [SR15,
Equation(1.4)]). Therefore, [SR15, Theorems 1.5 and 1.6] apply to yield v = 0.

Given a general mode solution e~ **ug(r, 0, ¢), we may separate ug(r,-,-) into a conver-
gent sum of smooth functions of the form e™?S(6) (cf. the discussion following [SR15,

8The quantitative main result of [SR15] was a key input in the proof of decay of solutions of the wave
equation on subextremal Kerr spacetimes by Dafermos-Rodnianski-Shlapentokh-Rothman [DRSR16]. The
merely qualitative mode stability result is sufficient for this purpose as well if one uses it, in conjunction with
strong (Fredholm and high energy) estimates for the spectral family, to exclude the presence of a nontrivial
nullspace of the spectral family for Im o > 0; see [Hin22a] and also Propositions 3.17, 3.18, and 3.21, as well
as the proof of Theorem 1.7 below in §3.9.

9n these coordinates, gm,a extends analytically down to, and across, the future event horizon H . =
H{ m.a» With the level sets of t. being transversal to H.f . See (3.6a) for the explicit form of this metric when
the black hole mass and (specific) angular momentum are 1 and a, respectively, and the function Fpm,q is
denoted —x°.
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Equation (1.4)]), with smooth dependence on r. Each summand is itself a mode solution
which is fully separated, and therefore it vanishes.

When a = 0, i.e. g is the Schwarzschild metric, then mode stability for fully separated
mode solutions in Imo > 0 implies mode stability for general mode solutions. Indeed,
we can expand a mode solution e~%v(r, 6§, ¢) into spherical harmonics in (6, ¢), and each
piece et (0, @) Ry (1), | € No, I € {—m, ..., m} is then a fully separated mode solution
which therefore vanishes. O

The case 0 = 0, in which the boundary condition at » = co becomes the decay require-
ment |ug(r, 0, ¢«)] < vt (or merely |ug| = o(1)), is analyzed in Lemma 3.19. The proof of
Theorem 1.1 for Imo > 0 is given in §3.9; it relies on a continuity argument in a and the
fact that putative resonances o for [y . with Imo > 0, which we have already observed
must satisfy Imo > 0, depend continuously on a and yet have to disappear as one takes
a \, 0; but they have to remain in a compact subset of C in view of high energy estimates
(which give an upper bound on |o|). This is impossible, and thus resonances in Imo > 0
cannot exist.

Teixeira da Costa [TdC20] proved the mode stability of extremal Kerr black holes, i.e.
la] = m, using an appropriate integral transform—which due to the different character
of the radial ODE, related to the presence of a degenerate event horizon, is substantially
different from that introduced by Whiting. (The exceptional values o € (2m)~!Ny are not
covered by this result.) See [TdC20, Theorem 1.2]; see also Remark 1.13 for the relation
between Teixeira da Costa’s result and the topic of the present paper.

We remark that mode stability fails for the Klein—-Gordon equation on subextremal Kerr
spacetimes for a large range of parameters, as shown by Shlapentokh-Rothman [SR14].
Moschidis [Mos17] proved a number of related mode instability results for deformations of
the Kerr spacetime by means of potentials or metric deformations which either exhibit stable
trapping or feature a non-Euclidean conic infinity. These results do not have a bearing on
Theorem 1.5 however, since the scalar field mass term vanishes in the appropriate Kerr
limit. (In any case, depending on the value of v, Theorem 1.5 implies mode stability or
mode instability.)

A proof of mode stability for the scalar wave equation on Kerr—de Sitter black holes
(without restriction to axially symmetric modes), beyond the Schwarzschild—de Sitter case
and its small perturbations, has remained elusive, with all attempts so far having been based
on integral transforms [STU98, Ume00] or discrete symmetries [CTdC22]. The starting
point for the present paper is the idea, substantiated in a simple special case in [HX22],
that subextremal KdS spacetimes with small Am? can be regarded as singular perturbations
of subextremal Kerr spacetimes and of de Sitter space, and that one can extrapolate mode
stability and the approximate values of quasinormal modes from these two singular limits.
We explain this in some detail in §1.4.

Remark 1.8 (KdS mode stability in the full subextremal range). In the event that a direct
proof (via an integral transform, discrete symmetries, or otherwise) of the conjectural mode
stability of all subextremal KdS black holes should be found, the recent work by Petersen—
Vasy [PV21b] would immediately imply exponential decay to constants of solutions of the
wave equation. But even then, Theorem 1.1 and Corollary 1.3 would give, in the regime in
which they apply, significantly more precise information on the quasinormal mode spectrum
which likely remains out of reach for any direct methods. We hope that the rather general



10 PETER HINTZ

singular perturbation perspective put forth in the present paper can be put to use in other
settings involving spectral or resonance analysis in singular limits.

1.3. Scaling. In order to reduce the number of parameters, we note:
Lemma 1.9 (Scaling). For s > 0, let My: (ti,7,0,0.) — (Sti,sr,0,¢5). Then on the
extended spacetime Mpg2 /575 (see (1.6)), we have

M:QA,m,a = SQQASQ,m/s,a/s (1'8)
In the notation of Theorems 1.1 and 1.5, we furthermore have

QNM(A,m,a) = s '\QNM(As*, m/s,a/s),

L ) (1.9)
QNM(v; A, mya) = s " QNM(v; As”,m/s,a/s).
Proof. The expressions (1.1) and (1.4) imply that
(M;:U’A,m,a)(r) = SzMAsz,m/s,a/s(T)v (M:Q?\,m,a)(’r?e) = Szgi527m/s7a/s(7q7 6)7 (1 10)
Ms*bA,m,a = bA,m,a = bASQ,m/s,a/sa (M;CA,m,a)(e) = CA,m,a(g) = CASQ,m/s,a/s(g)'
Therefore, 73 .. . = 73,2 w/s,a/s for ¢ = — C,e,c. Plugged into (1.5) (with the choice of

FA m,q made there), this gives
(M:(OTTA,m,a))(T) = 8rTAss?,m/s,a/s(7")3

since M (s0,) = Oy, we can choose the constant of integration for Ty m  so that

(MS*TA,m,a)(T) = STASZ,m/s,a/s(T)‘

We can similarly arrange (M7 ®p ma)(r) = sPpg2 m/sa/s(r). We conclude that M; takes the
form (t,r,0,¢) — (st,sr,8,¢) in Boyer-Lindquist coordinates. The claim (1.8) then follows
on M}agg from (1.10) and the explicit form (1.3) of gama. On the extended manifold

M, As?,m/s,a/s> the equality (1.8) follows by analytic continuation, or directly by inspection
of the explicit form (3.2) of the metric in (¢, 7,0, ¢«) coordinates.

As a consequence of (1.8), pulling back along M} or M} /s broves the equivalence

A . As2 )
<|:|9A,m,u - gV) (7" u(r,0,¢,)) =0 < (DgASQ’m/s’a/s - TSV) (e_z(s”)t*u(sr, 0,6.)) =0.

Thus, 0 € QNM(v; A, m, a) if and only if so € QNM(v; As?,m/s,a/s). This implies (1.9)
and finishes the proof. O

It thus suffices to consider the first asymptotic regime mentioned after Corollary 1.2.
Concretely, we take s = y/3/A in Lemma 1.9, and henceforth work with
A=3.
1.4. Singular limits and asymptotic regimes. We now describe a few elements of the

proof of Theorem 1.1. Let us fix A = 3, and fix also the ratio a/m = a € (—1,1); thus, in
this section we exclusively work with Kerr—de Sitter metrics

A m,a = 93,m.ams
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and we are interested in the limit m \ 0. For notational simplicity, we work with Boyer—
Lindquist coordinates here, and we restrict our attention to frequencies o which lie in a
strip rather than a half space; thus, Im o is bounded, but Re o is unbounded.

For fixed r» > 0, the Kerr—de Sitter metric gama = g3 mam in (1.3) converges, as the
black hole mass tends to 0 (i.e. the black hole ‘disappears’), to the de Sitter metric

1
1—r2
This metric is singular at the cosmological horizon » = 1, but a coordinate change similar
to (1.5) shows that this is merely a coordinate singularity (see (3.4)). Moreover, gqs is the
expression in polar coordinates (r, 6, ¢) of a metric on R; x B(0, 1), where B(0,1) := {z €
R3: r = |z| < 1}, which is smooth across z = 0. One can then define resonances and mode
solutions for [y, as in the Kerr-de Sitter setting explained before Theorem 1.1; the set of

quasinormal modes of (g (which are known explicitly, see Lemma 3.7) is then precisely
the limit of QNM(3, m,am) as m N\, 0 in Theorem 1.1.
Now, ga,m,a does not converge smoothly to gqs. Rather, in rescaled coordinates
t T

f==, i=_,
m m

gas = —(1 —r?)dt? + dr® +1%¢, ¢ =d6%+sin®0de”.

the rescaled metric m*2g/\7m7cl converges, for fixed 7 > 0 and as m \, 0, to the metric

~ /l(f‘) ] 2 @2(7', 0) ~9 ~D /A 2 Sin29 22 | A2 N2
= —— dt—a sin“ 6de¢)” + — dre + 0°(7, 0)do” + —— r°4a‘)dgp—adt)”,
1= R0 " (O gy () 0mad)
(7)== 7% — 27 + &%, 0%(7,0) := #* 4 a® cos? 0,

of a Kerr black hole with mass 1 and angular momentum a. Note the relationship
e =Tl 5 =mo, (1.11)

between frequencies on the KdS spacetime and frequencies for the rescaled observer on the
Kerr spacetime. Thus, ¢ is small compared to o when m > 0 is small; but since |o| itself
may be large, the rescaled frequency ¢ may nonetheless be large too—or not, depending
on the relative size of |o| and m~1.

Remark 1.10 (Simple model). An operator on (2m,2), x S} that the reader may keep in
mind in the subsequent discussion is
2 1
Py(o) := (1 _am r2>D§ +r72D3 — o2, D = -0.
r i
(This is a poor approximation of the spectral family of the Schwarzschild-de Sitter wave
operator.) The two singular limits as m \, 0 are

Pu(0) = Py(o) = (1 —r*)D? + 72D} — o2, re~1,
) (1.12)

>

, 0= lim mo.

m\,0
(In the second line, o may vary with m.) Here, Py(o) plays the role of the de Sitter model,
and P(&) that of the Kerr model.

A 2
m?Po(0) = P(3) = (1-5) D} +772DF - &%,
T

We now list the different frequency regimes for o and & as m \, 0, together with a brief
description of the two limiting problems that one needs to study in each regime.
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(1) Bounded frequencies. o remains bounded as m N\ 0: the spectral theory for de Sitter
space for bounded frequencies enters—and thus the de Sitter quasinormal mode
spectrum—but the Kerr wave operator enters only at frequency & = 0 by (1.11).

(2) Large frequencies. 1 < |Reo| < m™L, i.e. o is large but remains small compared
to m~1: this involves high energy (semiclassical) analysis on de Sitter space—where
there are no quasinormal modes—and low (i.e. near zero) frequency analysis for the
Kerr wave operator. From this point onwards, we are in the high frequency regime
from the perspective of the de Sitter limit.

(3) Very large frequencies. |Reo| is comparable to m~!: in this case, & = mo is, in
the limit m N\, 0, of unit size but real. Thus, we are in a bounded real frequency
regime for the Kerr wave operator. Excluding the possibility of KdS resonances in
this regime thus requires as an input the absence of modes on the real axis for the
Kerr wave operator (Theorem 1.7).

(4) Extremely large frequencies. Finally, when |Reo| is large compared to m~! as
m Y\, 0, then we are in a high (real) frequency regime (|G| = |mo| > 1) also from
the perspective of the Kerr model. In this case, the absence of Kerr modes follows
directly using semiclassical methods.

More concretely then, in the bounded frequency regime, the uniform analysis of the
spectral family Oy, (o) = e"0,, = e " (acting on functions of the spatial variables
only) takes place on function spaces which incorporate the two different spatial limiting
regimes: for 7 ~ 1, we measure regularity with respect to 05, d,, (spherical derivatives), and
for r ~ 1 with respect to 9,, ,; put differently, writing € R3 for spatial coordinates on
de Sitter space, we use 0z = md, (where & = ) for bounded |2|, and 9, when |z| ~ 1. (In
the region 7 2 1, the vector fields r9,, 9, work in both regimes simultaneously.) This is
conveniently phrased on a geometric resolution (blow-up) of the total space [0, 1]y x B(0, 1),

in which one introduces polar coordinates around (m,z) = (0,0), see Figure 1.2.

xT

FI1GURE 1.2. The total space for analysis at bounded frequencies.

We call this total space the g¢-single space Xq of X = B(0,1), and refer to the corre-
sponding scale of function spaces as (weighted) ¢-Sobolev spaces Hé:é’?: these are spaces of
functions of the spatial variables, and indeed equal to H® as a set, but with norms that de-
generate in a specific manner as m \, 0. For functions supported in # 2 1, the m-dependent

! . -
norm on Hyy' for integer s is given by
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where L? is the standard L?-norm on X. The algebra of q-(pseudo)differential operators is
described in detail in §2.1; it is a close relative of the surgery calculus of McDonald [McD90]
and Mazzeo—Melrose [MM95], see Remark 2.2.

The proof of Theorem 1.1 for bounded o uses a priori estimates on g-Sobolev spaces for
u in terms of (g,  (o)u, with constants that are uniform as m , 0. These estimates are
based on three ingredients.

(1)

Symbolic analysis: elliptic reqularity, radial point estimates, microlocal propagation
of reqularity. This is a direct translation to the g-calculus of the corresponding
estimates introduced in the black hole setting by Vasy [Vasl3]; by design, these
g-estimates are uniform in m. They take the form

el gt < C(I8gp (@)l iz + lull o)y 50 <53 (1.13)

that is, symbolic (or principal symbol) arguments control u to leading order in the
g-differentiability sense. The differential order s—1 on Uy, (o)u reflects the usual
loss of one derivative in radial point or hyperbolic propagation estimates. The shift
of —2 in the weight [ — 2 reflects the scaling near the Kerr regime 7 ~ 1, cf. (1.12).
Estimates for the Kerr model problem. This is a quantitative estimate for a function
von X (i.e. expressed in the rescaled coordinates &) in terms of the zero energy
operator [s(0) applied to v. Apart from involving symbolic estimates as before,
such an estimate involves analysis at spatial infinity, where the operator [;(0) is
an elliptic element of Melrose’s b-algebra [Mel81, Mel93]. Applying this estimate to
the error term HUHHSQ;,Z” in (1.13) (cut off to a neighborhood of X in Figure 1.2) and

noting that [y(0) and m?0y, . (o) differ by an operator whose coefficients vanish
to leading order at m = 0 for bounded 7, this gives the improved estimate

HUHHSZIZT,IV < C(HDQA,m,u(G)UHHS’;}J*QW + ”uHHéon,‘lo,q), sp < s, lg <. (1.14)

Estimates for the de Sitter model problem. This is a quantitative estimate for a
function v on X (see Figure 1.2) in terms of Oy, (0)v where Oy (o) is the spectral
family of de Sitter space. The caveat here is that the singular limit m X\ 0 leaves a
mark not just geometrically (as in Figure 1.2) but also analytically, in that the point
x = 0 is blown up, and g-Sobolev spaces involve a choice of weight at r = 0. Indeed,
in the near-de Sitter region m < r, g-Sobolev spaces are cone Sobolev spaces (i.e.
weighted b-Sobolev spaces) with cone point at » = 0, and for appropriate weights
one has elliptic estimates at the cone point. (This issue was already addressed in
a simple setting in [HX22, §2.1].) Thus, if o is not a de Sitter quasinormal mode,
one can apply this quantitative estimate to the error term in (1.14) and thereby
weaken the error term to'" C|ul| FE0,10 0 where 79 < . But this is bounded by

Cm(sH“HHg’ﬁ,QH’”O” where 0 < § < min(l — lp,y — ), and hence small compared to

]| s.» Wwhen m is small. Therefore, we obtain a uniform estimate
q,m

HUHHgfn"f < CHDQA,m,a (O-)UHH;;“LZ*QKY

10While not apparent from this sketch, careful accounting of the orders required to apply the two model
operator estimates, and of the g-regularity of the error term, shows that the symbolic analysis is indeed
necessary in order to get an error term with differential order < s here.
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for all sufficiently small m, and for bounded o which are at most at a fixed small
distance away from de Sitter quasinormal modes. See Proposition 3.26. A Grushin
problem setup together with Rouché’s theorem takes care of KdS quasinormal modes
near de Sitter quasinormal modes.

Remark 1.11 (Comparison with [HX22]). The work [HX22] demonstrated how on the spher-
ically symmetric Schwarzschild—de Sitter spacetime, and after separation into spherical har-
monics, uniform estimates for a degenerating family of ordinary differential equations in the
radial variable imply Theorem 1.1 for bounded spectral parameters and for fixed spherical
harmonic degrees. In the present paper, we adopt a point of view based fully on the analysis
of partial differential operators; the part of the proof concerned with bounded frequencies is
conceptually very similar to [HX22, §3], except now the uniform estimates are proved using
microlocal means, as described above. The remaining three frequency regimes (2)—(4) are
not covered by [HX22].

The large frequency regime (2) is the most delicate one. From the perspective of de Sitter
space, uniform analysis away from the cone point utilizes semiclassical Sobolev spaces (i.e.
measuring regularity with respect to hd, for |z| ~ 1 where h = |o|~!), but there is now an
artificial conic point at r = 0 through which we need to propagate semiclassical estimates
(along null-bicharacteristics which hit the cone point or emanate from it). We do this
by adapting the semiclassical propagation estimates which were proved in [Hin21b] by
means of the semiclassical cone calculus introduced in [Hin22b]: this involves radial point
estimates at incoming and outgoing radial sets over the cone point, and estimates for
a model operator on an exact Euclidean cone which here is the spectral family of the
Laplacian at frequency 1 (i.e. on the spectrum). In terms of the model of Remark 1.10, we
are considering h*Py(h™1) = (1—7?)(hD,)?>+r72(hDg)* — 1, and the model operator arises
by passing to 7 := r/h and taking the limit & N\, 0 for bounded 7, giving D? + f_QDg -1
(We refer the reader to [MWO04, MVWO08, MVW13, Che22, Yan20] for further results on
propagation through, and diffraction by, conic singularities.)

From the perspective of the rescaled Kerr model on the other hand, the large frequency
regime (2) puts us into a regime of low frequencies &, and we need to prove uniform
estimates for the spectral family [J;(&) for real & near 0. Uniform estimates for low energy
resolvents on asymptotically flat spaces or spacetimes have a long history going back to
work by Jensen—Kato [JK79], with recent contributions including [GH08, GH09, GHS13,
BH10, DSS11, DSS12, Tat13, Vas21b, Vas21c, Hin22a, SW20, Mor20, MW21]. Here, we use
an approach that matches up exactly with the semiclassical cone analysis on the de Sitter
side: we work with function spaces (and a corresponding ps.d.o. algebra which we call
the scattering-b-transition algebra—see §A.3—which is taken directly from [GHO8] except
for different terminology) which resolve the transition from the (elliptic) b-analysis at zero
frequency to (non-elliptic) scattering theory (in the spirit of [Mel94]) at nonzero frequencies.
The same model operator as above (conic Laplacian at frequency 1) now captures the
transition from zero to nonzero energies for the low energy spectral family of the Kerr
wave operator. This is less precise than, but technically simpler than the very precise
second microlocal approach introduced recently by Vasy [Vas2lc|. In terms of the model
of Remark 1.10, we pass to p = #~' in order to work at spatial infinity, so 6‘2]5(6) =
(1—2p)5%(p*D;)? + p*6—2D3 — 1, then introduce p = /5, and pass to the limit & \, 0
for bounded p; this produces (ﬁZDﬁ)2 + ﬁQDg — 1. Upon identifying p = 7!, this is the
same operator as the one arising from the high frequency cone point perspective above.
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On the level of estimates, we combine symbolic estimates and estimates for the two model
spectral families by means of an appropriate family of (m,o)-dependent @-Sobolev norms
which reduce to semiclassical cone Sobolev norms in the high energy de Sitter regime, and
to scattering-b-transition Sobolev norms in the low energy Kerr regime. Concretely, an
integer order norm with these properties is

ol s = 3 [ (F) T () () ()

e Jtlal<s
hi= o] € (m, 1],

2

)

L2

for w with support in » 2 m. For fixed m > 0 and o, this is equivalent to the H®-norm,
but it degenerates in the correct manner as m N\, 0. (In the main part of the paper, such
weighted @Q-Sobolev norms have an extra order, denoted b, which however does not matter
outside the extremely high frequency regime. Moreover, the order r will be variable to
accommodate incoming and outgoing radial point estimates.)

Next, in the very large frequency regime (3), we are now, from the de Sitter perspective,
fully in a semiclassical regime. The symbolic propagation through the conic singularity
again follows [Hin21b], but the model problem at the cone point is now the spectral family
of the Kerr wave operator at bounded nonzero real frequencies. Estimates for the latter
are limiting absorption principle type estimates; they are proved as in [Mel94] up to com-
pact error terms, and removing these error terms precisely requires the mode stability for
the Kerr spacetime [SR15]. (This is reminiscent of propagation results for 3- or N-body
scattering [Vas00, Vas01], where microlocal propagation of decay through collision planes
requires the invertibility of a spectral problem for a subsystem.)

In the extremely large frequency regime (4) finally, we can use semiclassical methods also
for the spectral family on the Kerr spacetime (and therefore the absence of extremely large
frequency quasinormal modes can be proved entirely using symbolic means). Here, the full
null-geodesic dynamics of the Kerr spacetime enter; this is described in detail in [Dyal5],
and we can use this and the relevant microlocal propagation results, in particular at the
trapped set [Dyal6], as black boxes.

While the analysis of bounded frequencies is done separately (see §3.8), the analysis of
all three high frequency regimes is phrased in terms of the single aforementioned family of
weighted Q-Sobolev spaces. These capture regularity with respect to a Lie algebra of vector
fields adapted to each of the regimes discussed. We adopt a fully geometric microlocal point
of view and describe this underlying Lie algebra of @Q-vector fields on a suitable total space
(a resolution of R, x [0, 1]y x B(0,1) where R = R U {—o00, +00}); the full spectral family
(o,m) — Oy, . (o) is then (for fixed Imo) a single element of a corresponding space of
Q—differentialy dperators. Its microlocal analysis is accomplished by means of an algebra of
Q-pseudodifferential operators. Q-geometry and Q-analysis are developed in detail in §2.

Remark 1.12 (Separation of variables). It is conceivable that one can prove Theorem 1.1 by
starting with Carter’s separation of variables [Car68] and extending the ODE techniques
introduced in [HX22] to keep track of uniformity in half spaces Imo > —C' and also in the
parameters (¢, m) of the spheroidal harmonics (generalizing the usual parameters ¢ € Ny
and m € Z N [—£,{] of spherical harmonics); we shall not pursue this possibility here. We
merely note that this approach would introduce yet another large parameter (|¢|+|m| — oo).
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Elements of the low frequency analysis for the Kerr model in the case a = 0 are developed
from a separation of variables point of view in [DSS11, DSS12].

Remark 1.13 (Mode stability in the full subextremal range). For simplicity of notation,
fix the black hole mass to be 1, and consider a sequence (Aj,1,a;) of subextremal KdS
parameters with A; \, 0, [a;| < 1. Then the limiting Kerr parameters (1, a), a = lim a;, may
be extremal. While the mode stability of extremal Kerr black holes is known [TdC20] (with
the exceptional frequencies requiring separate treatment), there do not exist any estimates
yet on the spectral family on an extremal Kerr spacetime (in any frequency regime) which
could take the place of the estimates on the subextremal Kerr spectral family used above.
If such estimates were available, one could likely generalize Theorem 1.1 to all subextremal
KdS black holes (possibly even including the extremal case) when Am? is sufficiently small;
at present, this is out of reach however.

The analytic framework introduced in this paper is very flexible. In particular, it can
be generalized in a straightforward manner to degenerating families of operators acting
on sections of vector bundles. In particular, for the Teukolsky equation on Kerr—de Sitter
spacetimes, we expect an analogue of Theorem 1.1 to hold; this would be an important
step towards an unconditional proof of the nonlinear stability of Kerr—de Sitter black holes
without restriction to small angular momenta. (The case of small angular momenta was
treated in [HV18].) Furthermore, other singular limits with similar scaling behavior can be
analyzed using the same approach. As a simple (albeit contrived) example, the operator

Dgas + m72v(x/m)’

where V' € C°(R3) (or more generally with inverse cubic decay), fits into our framework:
the analogue of the de Sitter model is now simply the spectral family of U, ., while the
analogue of the Kerr model is A; — 02 + V(%), i.e. the spectral family of the Schrodinger
operator A + V on R3. Thus, if A + V has no resonances in the closed upper half plane,
then the resonances of (g, +m~ 2V (z/m) have the same description as in Theorem 1.1.
(Note that separation of variables is not available at all for this operator when V' has no
symmetries.)

On the other hand, if the Kerr model of the equation under study has zero energy
resonances or bound states—as is the case for the Maxwell equations [ST15, AB15b] or
the equations of linearized gravity [ABBM19, HHV21]—the bounded frequency analysis
sketched above fails. It is an interesting open problem to analyze the limiting behavior of
KdS quasinormal modes in this case.

1.5. Outline of the paper. The technical heart of the paper is §2. We first discuss in
detail the geometric and analytic tools (g-analysis) which we will use for the uniform anal-
ysis at bounded frequencies—see §2.1—before describing the appropriate large frequency
generalization (@Q-analysis) in §§2.2—2.5. The main result of the paper, Theorem 3.8, is set
up in §8§3.1-3.2. After placing the full spectral family of a degenerating family of Kerr—
de Sitter spacetimes into the framework of QQ-analysis in §3.3, the proof of Theorem 3.8
occupies §8§3.4-3.9, with §3.9 describing the modifications necessary to treat resonances in
a full half space (rather than merely in strips, as described in §1.4). The proof of Theo-
rem 1.5 does not require any further work, and is given in §3.10.

Appendix A reviews elements of geometric singular analysis and recalls the various pseu-
dodifferential algebras (the b-, scattering, semiclassical scattering, semiclassical cone, and
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scattering-b-transition algebras) that are used in the analysis of the model problems dis-
cussed in §1.4. Appendix B contains supplementary material for §2.4; this is included for
conceptual completeness, but it is not used in the proofs of the main results.
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2. GEOMETRIC AND ANALYTIC SETUP OF THE SINGULAR LIMIT

Let us fix an n-dimensional manifold X without boundary, and fix a point 0 € X and
local coordinates = € B(0,2) = {z € R": |z| < 2} so that z = 0 at the point 0. (All
constructions presented below go through whether X is compact or not. The main case of
interest in this paper is when X C R? is the spatial part of the de Sitter manifold. For
compact X the discussion of function spaces is slightly simplified.)

We first describe somewhat briefly the geometric and analytic setup for the degenerate
limit for fixed frequencies in §2.1; we call this g-analysis. The geometric setup for uniform
analysis across all frequency regimes is then discussed in detail in §§2.2-2.4; we call this
Q-analysis. (The letters ‘q" and ‘Q’ stand for ‘quasinormal modes’.) We freely make use of
the material in Appendix A.

2.1. g-geometry and -analysis. When, in the context of Theorems 1.1 and 1.5, the fre-
quency o is fixed, the following space captures the geometric degeneration of the spacetime
as m — 0.

Definition 2.1 (qg-single space). The g¢-single space of X is the resolution X of [0, 1] x X
defined as the blow-up

Xq:=[[0,1] x X; {0} x {0}].
We denote by zf, the front face, and by mf, the lift of {0} x X. We write py,, pmt, € C(Xq)
for defining functions of these two boundary hypersurfaces.

See Figure 2.1. Our interest will be in uniform analysis as m Y\ 0; thus, one may as well
replace [0, 1] by any other interval [0, mg] with mg > 0. We work with a closed interval of
values of m since it will be convenient to keep all parameter spaces compact.

Remark 2.2 (q-analysis and analytic surgery). In the case that X is 1-dimensional, the set
{0} C X is a hypersurface, and X is equal to the single surgery space defined in [MM95];
this was first introduced by McDonald [McD90]. For higher-dimensional X, the single
surgery space is defined via blow-up of a hypersurface of X, rather than a point as in the
g-single space above. However, much of the discussion of the geometry, Lie algebra of vector
fields, and pseudodifferential calculus carries over from [MM95, §§3—4] to the g-setting with



18 PETER HINTZ

FIGURE 2.1. The g-single space Xy when dim X = 1.

minor changes. We shall nonetheless give a self-contained account here to fix the notation
and to facilitate the subsequent generalization to the Q-calculus.

We denote by m the lift of the first coordinate on [0,1] x X to X; we furthermore write

T =rw, r>0, we S, (2.1)
.z T . .., m
_Z _r ™ 2.2
Ei=y Fi=o o pi=T " (2.2)
We finally put
X :=[X;{0}] = [0,2), x "}, X :=R3. (2.3)

Thus, oX = r=1(0) C X is the front face of X. Moreover, X is the radial compactification
To X of the tangent space Ty X. We have natural diffeomorphisms

afy =2 X, mf, = X,
and we shall use both notations for these boundary hypersurfaces.
Definition 2.3 (g-vector fields). The space of g-vector fields on X is defined as
Vo(X) :={V € Vh(Xq): Vm = 0}.

For m € Ny, we denote by Diffa”(X ) the space of m-th order g-differential operators,

consisting of locally finite sums of up to m-fold compositions of elements of V,(X) (a 0-fold

composition being multiplication by an element of C*°(Xy)). For o = (g, ame) € R?, put
Diffd"*(X) = 0" prog. DI (X) = {1 ppog™ A: A € Diff’ (X) }.

Since Xq N {m > 0} = (0,1] x X, an element V € V,(X) is thus a smooth family
(0,1] > m — Vi € V(X) of smooth vector fields on X which degenerate in a particular
fashion in the limit » — 0, m — 0. Since V},(X) is a Lie algebra, and since [V, W]m =
V(Wm) — W(Vm) = 0 whenever Vm = 0 and Wm = 0, we conclude that also V,(X) is a
Lie algebra.

Remark 2.4 (Comparison with [HX22]). The uniform ODE analysis of [HX22] was phrased
in terms of horizontal b-vector fields on the subset of [[0,1)n x [0,1),;{0} x {0}] where
m < r < 1; thus, the b-behavior at the lift of » = 0 was excised. The g-single space and
class of g-vector fields defined here, even in the ODE setting where X is an open interval
containing 0, is more natural, as it does not introduce an artificial b-boundary at the lift
of r =0.
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In local coordinates m > 0, & € R3 near the interior zfy of zfq, the space Vq(X) is
spanned by 9;; (j = 1,...,n) over C*°(Xq). Near the interior mfg, V4(X) is spanned by
0, (j=1,...,n) or equivalently by 9,, d,, (schematic notation for spherical vector fields).
Near the corner zf, N mf,, where we have local coordinates p,r,w, we can use rd, — p0j,

J,, as a spanning set. A global frame near zf, is given by \/m? + |z]?0,; (j =1,...,n). In
particular, if we regard V(X) as the subset of m-independent vector fields on X, then
V(X) CpglVe(X),  Dift™(X) C p"Diffy(X) = Diff» ™0 (X). (2.4)

We denote by
ITX — X4
the g-vector bundle which has local frames given by the above collections of vector fields;

thus there is a bundle map 97X — T X, so that Vy(X) = C*(X,97X). From the above
local coordinate descriptions, we can then also conclude that the restriction maps

Ny, Va(X) = W(X), Nt Va(X) = W(X) (2.5)

are surjective, and their kernels are p,r Vq(X) and pue,Vq(X), respectively. These maps
thus induce bundle isomorphisms

9T, X 2 TX, e, X =2 PTX, (2.6)

and corresponding isomorphisms of cotangent bundles. We can define the g-principal sym-
bol for V € Vy(X) as 901(V): 9T*X 3 € — i¢(V), and by linearity and multiplicativity we
can define 10™(A) € P™(9T*X) for A € Diff{"(X); the principal symbol 906" (A) vanishes
if and only if A € Diffg”fl(X ). We also have surjective restriction maps

Ny, Diff?"(X) — Difff"(X), Ny, : Diff(X) — Diffp(X), (2.7)
and Po™(Ny(A)) = 90" (A)lary, x for H = zf, mfy under the above bundle isomorphisms.
These maps can be defined cqmpl§tely analogously to restrictions of b-vector fields: that is,
Nyt (A)u = (A)| e, for u € C*(X) = C*>(zfy) where @ € C*°(Xq) is any smooth extension
of w; similarly for Ny, .

Definition 2.5 (Weighted g-Sobolev spaces). Suppose X is compact, and fix a finite col-
lection Vi,...,Vy € Vy(X) of g-vector fields which at any point of X, span the g-tangent

Qzf Omf

space. Fix any weighted positive density v = Pt P V0 where 0 < 1y € C®(Xg, 1QX). We

then define, for s € Ny and [,y € R, the function space ngjéﬁ(X, v) to be equal to H*(X)
as a set, but equipped with the squared norm

N
2 L -1 - 2 _ Qj
e = 2 Moo Vol V=TTV
j=1

aeNY, |a|<m

where we write 0 < vy, € C*°(X, QX)) for the restriction of v to m~!(my).

In particular, if v = |dz|, then for u supported in |Z[ < 1, resp. r 2 1, the norm [ju|| g . (x)

n/2

is uniformly equivalent to m ”uHHg(X) (since |dz| = m™|dz|), resp. Hu”Hg(X)'

To analyze g-differential operators using microlocal techniques, we need to define a cor-
responding pseudodifferential algebra.
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Definition 2.6 (g-double space). The g-double space of X is defined as the resolution of
[0, 1], x X2 given by
X2 = [[0,1] x X?; {0} x {0} x {0}; {0} x {0} x X, {0} x X x {0}].
We denote the front face of Xg by zfq2, the lift of {0} x X2 by mfys, and the lift of

[0,1] x diagy (with diagy C X? denoting the diagonal) by diag,. Furthermore, Iby 2, resp.
rbq2 denotes the lift of {0} x {0} x X, resp. {0} x X x {0}. See Figure 2.2.

FIGURE 2.2. The g-double space Xg.

Lemma 2.7 (b-fibrations from the g-double space). The left projection [0,1] x X x X 2
(m,z,2") — (m,x) and right projection (m,z,x’) — (m,2’) lift to b-fibrations 7y, 7R: Xg —
X

Proof. We only consider the left projection. It lifts to a projection [[0, 1] x X x X;{0} x
{0} x X] = Xq x X — X, which is b-transversal to {0} x {0} x {0}, and hence lifts to a
b-fibration

[[0,1] x X x X;{0} x {0} x X;{0} x {0} x {0}] = X,. (2.8)
On the left, we can reverse the order of the two blow-ups since the second center is contained
in the first. Since the map (2.8) is b-transversal to the lift of {0} x X x {0}, this lift can
be blown up, and the map (2.8) lifts to the desired b-fibration. O

It is easy to check in local coordinates on Xg that the lift of V4 (X) to Xg along 7y, is
transversal to diag, (see also (2.9) below). (This can also be deduced from the analogous
statement for b-double spaces by using Lemma 2.9, together with the analogous statement
in m > 0.) The resulting isomorphism 97X = N diag, induces a bundle isomorphism
N* diag, = 97" X.

Definition 2.8 (g-pseudodifferential operators). Let s,l,7 € R. Then \Ilfl’l’W(X) is the
space of all smooth families of bounded linear operators on C°(X), parameterized by

m € (0,1], with Schwartz kernels k € pz_ffﬂ,o_7 Im_%(Xg,diagq;ﬂquX) which vanish

mfq 2
to infinite order at lby 2 and rbg2, and which are conormal at zf,2 and mfy 2. When X
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is non-compact, we furthermore demand that x is properly supported, i.e. the projection
maps 7z, Tr: supp k — Xy are proper.

A typical element of \Ifs’l"y(X ) is given in coordinates m > 0 and z,2’ € R™ (the lift of
coordinates on X centered around 0 to the left and right factor of X?2) as a quantization'!

& x’ x—a dx
Opgm(an)e) = m) " [ [ (iZ=Ze) (L= am.r u) - de, (29)
qu 2 piq’Q pzf%z
where y € C2°((—3, 3)) is identically 1 near 0, and a is the local coordinate expression of an

element of the symbol space S*!7(97*X) consisting of conormal functions on 47*X with
weights —s, —[, and —~ at fiber infinity, over zf, 2, and over mf, o, respectively.

Lemma 2.9 (Boundary hypersurfaces of Xg). In the notation of §A.1, We have natural
diffeomorphisms R
sfge = X2,  mfqo = X7 (2.10)

Proof. The front face of [[0, 1] x X?; {0} x {0} x {0}] is the radial compactification T g)(X?).
The lift of {0} x {0} x X, resp. {0} x X x {0} intersects this at {0} x d(TpX), resp.
O(TpX) x {0}. The first isomorphism in (2.10) is thus the same as the fact—which can be
checked by direct computation—that the resolution of R27 at {0} x OR" and OR" x {0} is
naturally diffeomorphic to (R")2.

For the second isomorphism in (2.10), note that the lift of {0} x X2 to [[0, 1] x X?; {0} x
{0} x {0}] is [ X% {0} x {0}]. In this manifold, we then further blow up the lift of X x {0}—
resulting in [X x X; {0} x X]—and then we blow up the lift of {0} x X, which can in fact
be done prior to blowing up {0} x X and thus results in [X x X;{0} x X;{0} x 0X] =
(X% (0X)?] = X2, as claimed. O

The principal symbol map 90%"7 fits into the short exact sequence

~1,(, A, ao%hY sl * —1y, .
0 — Wb EN(X) o Wby (X)) 2 g (Tt X) /5 (T X ) — 0.

Restricting to operators whose Schwartz kernels are classical (denoted by an added subscript
‘cl’) at zfy 2 and mfy o (thus smooth when the corresponding order vanishes), we obtain from
Lemma 2.9 surjective normal operator maps

Nyt US0(X) = UpY(X),  Nig,: U (X) = 0Y(X). (2.11)
As in the case of g-differential operators, the principal symbols of Ny(A) are related to
that of A by restriction using (2.6). Also, the normal operators can be defined via testing,
and therefore are multiplicative once we know that ¥,(X) is closed under composition; we
turn to this now.

Pushforward along 77, maps the Schwartz kernel of elements of \IIS’M(X ), resp. UM (X)

into p_; pquCOO( q)> resp. A= (Xq). Therefore, compositions of g-ps.d.o.s are well-
defined as maps on conormal functions on X,. One can prove that the composition is
again a g-ps.d.o. using the explicit quantization map in local coordinates above and direct
estimates for the residual remainders (in ¥q *b7(XY)). A geometric proof proceeds via the
construction of an appropriate triple space:

H1n these local coordinates, we can take Patqr = /M2 4 [z]2 + |27]2.
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Definition 2.10 (g-triple space). Define the following submanifolds of [0, 1], x X3:
C ={(0,0,0,0)},
Lp ={0} x {0} x {0} x X, Lg={0} x X x {0} x {0}, Lc={0}x {0} xX x {0},
Pr={0} x X x X x{0}, Psg={0}x{0}xXxX, Po={0}xXx{0}xX.
The g-triple space of X is then defined as
X2 :=[[0,1] x X*;C; Ly, Ls, L¢; Pr, Ps, Pc].

We denote by zfy 3 and mfg 3 the lifts of C and {0} x X3, respectively. For * = F, S,C, we
denote by bfy . and mf . the lifts of L, and Py, respectively; and diag, , denotes the lift
of [0,1] x (m3*)~!(diag,) where 73 : X* — X? are the projections 73 : (z,4',2") — (x,2/),
78 (2!, 2") = (o) 2"), 7 s (z,2!,2”) — (x,2”). Finally, diag, 3 is the lift of [0, 1] x diagy
where diags = {(z,x,z): x € X} is the triple diagonal.

Lemma 2.11 (b-fibrations from the g-triple space). The projection map [0, 1] x X3 >
(m, 2,2, 2") = (m,z,2") € [0,1] x X? to the first and second factor of X3 lifts to a b-
fibration wp: Xg’ — Xg, similarly for the lifts mg, mc: Xg’ — Xg of the projections to the
second and third, resp. first and third factor of X3.

Proof. We only prove the result for mp. Since the lifted projection [[0,1] x X3; Lp] —
[[0,1] x X2, {0} x {0} x {0}] is b-transversal to the lift of C D Lp, it lifts to a b-fibration
[[0,1] x X?;C; Lp] — [[0,1] x X% {0} x {0} x {0}].

The preimage of the lift of {0} x {0} x X, resp. {0} x X x {0}, is the lift of Pg, resp. P,
and thus the lifted projection

[10,1] x X*:C; Lp; Ps, Po] — X3

is a b-fibration still. It is b-transversal to the lift of Lg, and thus lifts to a b-fibration if we
blow up Lg in the domain; since Lg and Pg are transversal, and since Lg C P¢, [Mel96,
Proposition 5.11.2] implies that we can commute the blow-up of Lg through that of Pg, Pc.
Arguing similarly for Lo, we thus have a b-fibration

[[0,1] x X*:C; Lp, Ls, L¢; Ps, Pc] — X2.
This is b-transversal to the lift of Pr; blowing up Pr in the domain thus gives the desired
b-fibration 7p. |
For later use, we record
ng(zfqg) = zfy3 UbfyF, ﬁ}l(qug) =mfy 3 Umfy p,
77 (Ibg2) = bfqcUmfys,  mp'(thg2) = bfqs Umfqc, (2.12)
ng(diagq) = diag, -

similarly for the preimages under g and 7¢.

Proposition 2.12 (Composition of ¢-ps.d.o.s). Let A; € \I'ff’lj’ﬂ’j(X), j = 1,2. Then
Ajo Ay € \I}él+327l1+l2771+’7’2 (X)
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Proof. Since the space W¢(X) is invariant under conjugation by powers of p,, and ppt,, it
suffices to prove the result for [y =ls = 0 and 71 = 5 = 0. Write the Schwartz kernel x of
Aq 0 As in terms of the Schwartz kernels k1, ko of Ay, Ao as

k= (1v2) " (me)u TRk - Thko - TEv1 - T 1)

where 0 < v; € C*(X;90QX) is an arbitrary g-density, and vy = |dqm\ is a b-density on
[0,2)y with 7: Xfl’ — [0, 1] denoting the lifted projection. The term in parentheses is then
a bounded conormal section of 7790X ® 750X @ 790X ® W*bQ[O’l] [0,2) = bQX;;’ which
vanishes to infinite order at the boundary hypersurfaces of Xg’ which map to lbg 2 or rby 2

under w¢. The conclusion then follows using pullback and pushforward results for conormal
distributions, see [Mel96, §4] and [Mel92]. O

A proof of the uniform (for m € (0, 1], the point being uniformity as m , 0) bound-
edness of elements of W3(X) on L*(X,v) for 0 < v € C™(Xy,90X) can be reduced,
using Hormander’s square root trick (see the proof of [Hor71, Theorem 2.1.1]), to the
uniform L2-boundedness of elements of W °°(X). Such elements have Schwartz kernels
k€ C®(X2, mRY0X) which vanish to infinite order at lbgs and rbyp. Pushforward of
x along 77 thus gives an element of C*°(X,). The Schur test implies the desired L2-
boundedness; since Wy (X) is invariant under conjugation by weights, we deduce bounded-
ness on L2(X, v) for any weighted g-density . One can then define weighted Sobolev spaces
HS’Z’W(X) also for real orders s € R in the usual manner (cf. §A.4), and any A € \Iffl’l"y(X)
defines a (uniformly as m \, 0) bounded map HS'"7(X) — He *H77(X) for all 5,1,7 € R.

The normal operator maps (2.5)—(2.7) for g-differential operators imply relationships
between integer order q—quolev spaces on X and families of b-Sobolev spaces on collar

neighborhoods of X and X. We immediately state the version for general orders, which
rests on (2.11); for brevity, we restrict to the class of densities which we will use in §3.

n/

Proposition 2.13 (Relationships between Sobolev spaces). Fiz a density v = p,{
0 <1 € C®(X,90X).12

2
) where

(1) Consider the (change of coordinates) map ¢, : (0, 1] X X° 3 (m, &) = (m,mi) €
Xq, and let x € C>*(Xq) be identically 1 near zf, and supported in a collar neigh-
borhood of zfy C X. Then we have a uniform equivalence of norms

21 4%
HXU’”H;:&;”(X) ~ ma2 ||¢)zfq (XU)|mHH§»“f*l(X,‘dﬂ)7 (2'13)

in the sense that there exists a constant C' > 1 independent of m € (0,1] so that the
left hand side is bounded by C times the right hand side, and vice versa.

(2) Consider the inclusion map ¢me, : (0, 1]m X X° < X, and let x € C®(X,) be
identically 1 near mfy and supported in a collar neighborhood of X C Xq. Then we
have a uniform equivalence of norms

Il gy ~ 5, Ol g 1y (2.14)

where ve is the lift of a fized smooth positive density on X to X. (Thus, one can
take v, = |dx| = r"|dr dggn—1| near r =0.)

12This includes as a special case m-independent smooth positive densities on X.
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Proof. Via division by m!, we can reduce to the case I = 0. Moreover, py, := m/y/|z[?> + m?
is a defining function of mf,, and its pullback along ¢y, is (#)~! which is a defining function
of 0X; therefore, we may also reduce to the case v = 0.

For part (1), the L2-case s = 0 now follows from the observation that Do, (|dz|) = m™|dz|.
For s > 0, fix an elliptic operator Ay € \Iff)(X ) (independent of m) with Schwartz kernel ko,
and fix also x € CJ°(Xq) to be identically 1 near supp x but still with support in a collar
neighborhood of zf; define then A € \IJZ(X') via its Schwartz kernel x as

k= (TX)(TRX) - (d7,) ko (2.15)

where 7y, TR: Xg — X, denote the lifted left and right projections. (Thus,  is obtained
from kg via dilation-invariant extension off zf 2, followed by cutting it off to a neighborhood
of zf42.) In particular, A is elliptic as a g-ps.d.o. near the g-cotangent bundle over supp x.
We then have a uniform equivalence of norms

HXUHH(SN“(X) ~ H(XU)’mHLQ(X) + ||A(XU)|m”L2(X)
~ m% (H(Zﬁfq (XU)|m”L2(X7|d50|) + ||A0(¢:fq (XU)|m)HL2(X7|d@|))
~m? H¢:fq (XU)|m”Hg(X,|d5c|)v

as claimed. For s < 0, the claim follows by duality.

The proof of part (2) is completely analogous; one now takes an elliptic operator Aj €
W3 (X) to measure Hy(X)-norms, and relates this to H;(X)-norms by measuring the latter
using a ¢-ps.d.o. A defined analogously to (2.15). O

2.2. Q-single space. We shall control (solutions of) the degenerating spectral family for
an infinite range of spectral parameters on the following space, which is a resolution of a
parameter-dependent version of the g-single space X from Definition 2.1:

Definition 2.14 (Q-single space). The Q-single space of X is the resolution of R, x [0, 1] X
X defined as the iterated blow-up

Xq = [R x Xgq; OR x zfy; OR x mf] (2.16)
= [Rx [0,1] x X;R x {0} x {0}; OR x {0} x {0};0R x {0} x X]. (2.17)
We denote its boundary hypersurfaces as follows:

(1) mf (the ‘main face’) is the lift of R x {0} x X;

(2) zf (the ‘zero energy face’) is the lift of R x {0} x {0};

(3) nf (the ‘nonzero energy face’) is the lift of OR x {0} x {0};

(4) if (the ‘intermediate semiclassical face’) is the lift of IR x {0} x X;
(5) sf (the ‘semiclassical face’) is the lift of IR x [0,1] x X.

The hypersurfaces nf, if, sf have two connected components each, denoted nfy, ify, sfi,
corresponding to whether o = 400 or —0o. For H C Xq equal to any one of these boundary
hypersurfaces, we denote by py € C*°(Xq) a defining function of H, i.e. H = p;II(O) and
dpg # 0 on H. For H = nf, we denote by py a total boundary defining function for
nf ™ Unf~, likewise for H = if, sf.
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We introduce a variety of functions defined on (subsets of) Xq. We denote by o, m the

lifts of the first two coordinates on R x [0, 1] x X. We furthermore write x = rw and Z = T,

F=2L p=r"lasin (2.1)—(2.2). We also set
h ~ h
h=|o|™, 7= %, pi=7 1= = 0 :=mo, h:=l6|"! = o (2.18)

See Figure 2.3.

FIGURE 2.3. The Q-single space Xq in the case X = (—1, 1), restricted to
o > —C, and the coordinates (2.1), (2.2), and (2.18).

Proposition 2.15 (Structure of boundary hypersurfaces).
(1) The restriction of (o,Z) to the interior of zf induces a diffeomorphism
of 2R, x X
Thus, zf is the total space of the (trivial) fibration X —7f 5 R,.
(2) The restriction of (o, (r,w)) to the interior of mf induces a diffeomorphism
mf 2= [R x X;0R x 9X].
(3) The restriction of (&,%) to the interior of nfy induces a diffeomorphism
nfy = [(£[0,00]) x X;{0} x X].
(4) The restriction of (&,x) to the interior of if+ induces a diffeomorphism

ify 2 (£[0,00]) x X.

Proof. The front face of [R x [0,1] x X;R x {0} x {0}] = R x [[0,1] x X;{0} x {0}] is
diffeomorphic to R x Tp X = R x X (with coordinates o, Z in the interior). The boundary
hypersurface zf is obtained from this front face by blowing up ¢ = £oo which does not
change the smooth structure. (Note that the lift of the final submanifold OR x {0} x X
in (2.17) is disjoint from this front face.) This proves part (1).

For part (2), we note that the lift of R x {0} x X to Xg is given by first resolving R x X
at R x {0} (which produces R x X) followed by the resolution of JR x dX. Within this
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FIGURE 2.4. The Q-single space Xg for X = (—1,1). We show here the
intersections of three level sets of the (rescaled) frequency variable o (&)
with m~1(0): one level set ¢ = o where |og| < 1 is bounded and thus the
rescaled Kerr frequency 69 = mog = 0 vanishes; one level set 0 = 01 where
o1 is large but 1 := mo; still vanishes; and one level set 6 = mo = 69 where
the rescaled frequency &g is of order 1.

space then, the final resolution in (2.17) only blows up the lift of IR x X, which does not
change the smooth structure.

For part (3), we first note that the front face nf’, of the blow-up of the lift of {400} x
{0} x {0} to X{, == [R x [0,1] x X;R x {0} x {0}] is diffeomorphic to [0,00], x X where
p=% with v = (r?+ m?)/2 a defining function of the front face of X¢q- The final blow-up

in (2.17) restricts to nf’y as the blow-up of {00} x dX, that is,
nfy = [[0,00], x X;{o0} x 8X].
Upon restriction to a compact subset K of the interior X° in the second factor (thus
r < m), we can replace v by m, and thus u by 7 = £6. (That is, u/(£6) is a positive
smooth function on [0, 00], x K.) Near the boundary of X on the other hand, let us work
in the collar neighborhood [0,1); x S~ of X C X. Since there we can replace v by r
and thus p by 7, the lift of [0,00], x [0,1); x S?~! to nfy is
([0, 00]7 x [0,1)5 x St {oo} x {0} x SE7!] = [[0, 00] x [0,1); {oo} x {0}] x S" 1.
Observe then that the map (7, p) — (7p, p) induces a diffeomorphism
[[0,00] x [0,1); {00} x {0}] = [[0, 00] x [0,1); {0} x {0}]. (2.19)

Since 7p = +4, this proves part (3).

Finally, for the proof of part (4), we note that coordinates near the lift of {oo} x {0} x X

to [R x [0,1] x X;0R x {0} x {0} are 7 >0, w € S"}, p =2 >0, and p = 2 > 0, with
the lift of {oo} x {0} x X given by p = p = 0. Therefore,

if & [0,00]ﬁ/ﬁ X )(7
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and it remains to note that p/p = m/h = £5. O
Definition 2.16 (Pieces of zf, mf and nfy). We define
mfy = mf N o H(£[1,00]),
nf, ; :=nfy N 1 (#[1, 00)), nf oy := nfe N &1 (40, 1]).
We furthermore set, for op € R and 69 € R\ {0},
2f s, = zf N o (og), mfy, :=mf No~ !(0y), nfs, :=nf N & ().
Thus, using the notation for the single spaces for semiclassical cone, sc-b-transition, and

semiclassical scattering analysis from §§A.2, A.1, and A.3, respectively, Proposition 2.15
provides diffeomorphisms

mfy = X, (with semiclassical parameter h = |o| ™! € [0, 1)),

1

X_; (with semiclassical parameter h = ||~ € [0,1]), (2.20)

nfi,l:z sc,h

nf 4 jow = Xeob (with spectral parameter 6 € +0, 1]),

as well as

I
iah

sy =2 X, mf,, nfs, = X.

2.3. Q-vector fields and differential operators. We next turn to the class of o- and
m-dependent vector fields on X on which our uniform analysis will be based.
Definition 2.17 (Q-vector fields). The space of Q-vector fields on X is defined as
Vo(X) :=A{V € pirpstVo(Xq): Vo =0, Vm = 0}.
Since XqN{oc € R, m > 0} =R, x (0, 1] X X, an element V' € Vq(X) is thus a smooth
family R x (0,1] 3 (o, m) — Vi of smooth vector fields on X which degenerate or become

singular in a particular fashion in the limits » — 0, m — 0, |o| — oo, or any combination
thereof.

Lemma 2.18 (Properties of Vq(X)). The space Vqo(X) is Lie algebra, and in fact
VW e Vq(X) = [V, W] € pypirVq(X). (2.21)
Moreover, for any weight w = [[ 5 p3f" where H C Xq ranges over all boundary hypersur-

faces and ay € R, we have w™[V,w] € pspieC>(Xq) for any V € Vqo(X).

Proof. The final claim follows from the fact that w=1[Vy, w] € C*°(Xq) for any Vo € Vu(Xq).
In order to prove (2.21), we observe that [V, W]oc = VIWo—-W Ve = 0, likewise [V, W]m = 0;
moreover, we have, for w := pgpir and V = wVp, W = wWy € Vq(X),

[V, W] = w((w™ [Vo, w])Wo — (w™ [Wo, w])wVp) € wh(Xq),

which implies the claim. ([

We make this explicit in various local coordinate systems; we use the notation from (2.1),
(2.2), and (2.18).
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(1) The intersection of Xq with |2| < C is [[0,1]m X Ry x B;{0} x OR x B] where
B ={z ¢ X: |Z] < C} is a ball. Thus, in the coordinates m,o,Z, a basis of Q-
vector fields is given by 0;; (j = 1,...,n) in the set where o is bounded or even
where || > 1 but & is bounded, and by hd;; when || > 1 (where h is a defining
function of sf).

(2) The intersection of Xq with r > ¢ > 0 is [0, 1]m X Ry x A; {0} x OR x A] where
A={z € X: |z| > c}. A basis of Q-vector fields, in the coordinates m, o,z (or r,w
instead of z) is then for bounded o given by d,; (j = 1,...,n) (or equivalently 0O,
and spherical vector fields, which we schematically write as d,,), and for large |o|

by hd,; (or hOy, hd,).
It remains to consider the subset of Xq where || > C and r < c.

(3) Near the interior of zf Nmf, we have local coordinates ¢ € R, p > 0,7 > 0, w € S*~1,
Q-vector fields are spanned by 70, — p0s, 0,,.

(4) Near the corner zf N mf N nf,, local coordinates are h >0, 7 >0, p > 0, w € S* 1
and Q-vector fields are spanned by 70z — pd;, O.,,.

(5) Near the corner mf Nnfy Nif, local coordinates are r > 0, p > 0, 6 > 0, w, with p
a defining function of if ;. Q-vector fields are thus spanned by p(r0, — p0j), pO,,.

(6) Near the corner nf, Nif, Nsf finally, local coordinates are » > 0, p > 0, h >0,
w, with p and h being local defining functions of if; and sf, respectively. Thus,
Q-vector fields are spanned by ph(rd, — p0;), phd,.

One can also give a more global description: in |z| < 1, resp. |z| 2 1, Q-vector fields are

spanned by

h . h h

M g G =1, ..n), . o,
h+m * Y n) resp h+7"TT h+r

Definition 2.19 (Q-bundles). We denote by @T'X — Xq the Q-vector bundle, which is
the vector bundle equipped with a smooth bundle map TX — T Xq with the property
that Vo (X) = C®(Xq, *T'X). The dual bundle ®T*X is the Q-cotangent bundle.

B, (2.22)

We next study restrictions of Q-vector fields to various boundary hypersurfaces of Xq.
We use the notation from Appendix A. The following result, based on (2.20) is the reason for
the appearance of the various model problems in uniform singular analysis in the Q-setting:

Lemma 2.20 (Restriction to boundary hypersurfaces).

(1) Restriction to zf induces a surjective map Nyg: Vo(X) — C(R; V(X)) with kernel
patVQ(X). .

(2) Restriction to mf,, induces a surjective map Ny, : VqQ(X) — Vb(X). Restriction
to mfy j induces a surjective map Nug, ,: Vo(X) — Ven(X) (see §A.2). The kernel
Of @O’OERNme-O is meVQ(X)

(3) Restriction to nfy oy, resp. nf ; induces a surjective map Nyg, . : Vo(X) —
Vsc_b(f() (see §A.3), resp. Nt Vo(X) — VSC’E(X) (see §A.1). The kernel of

(an:t,low7 anﬂ:,fi) is pl’lfj: VQ (X) 4
We could leave mf in one piece; then restriction to mf induces a map from Vg (X) onto

the space of b-vector fields on [R, x X;OR x X] which annihilate ¢ and vanish at the lift
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of OR x X. This target space consists of smooth families of b-vector fields which degenerate
like semiclassical cone vector fields as |o| — co. (An analogous remark applies to nf1.) The
reason for splitting mf (or nf) is that the analysis at high energies |o| — 0o (or |6| — 00)
will be conceptually different from the analysis at bounded frequencies o (or 7).

Proof of Lemma 2.20. We prove this using the coordinate systems and local spanning sets
of Vqo(X) listed before the statement of Lemma 2.20. Thus, part (1) follows from the
observation that the map N, in the coordinates m, o, Z, resp. o, p, r,w, maps 0z, to itself
(j=1,...,n), resp. r0, — p0s, O, to —p0d;, O,,, with coefficients that are smooth on R, x X.

For part (2), consider first the case of bounded o. The conclusion is then clear in
r > ¢ > 0, whereas near mf N zf and in the coordinates o, p,r,w, the map N,y maps
r0r — p0; — 10, and 0, — 0., thus has range equal to smooth families (in o) of elements of
WV, (X). In the coordinates h, 7, p, w near mf Nnfy Nzf, with j a defining function of mf, the
map Np¢ takes 70z — pOj +— 707, O — 0, thus its range consists of ch-vector fields indeed.
This is true also in the coordinates r, p, £6,w near mf N nfy Nify (with £ defining mf),
in which Np¢ maps p(rd, — pd;) and pd,, to the same expressions; since the semiclassical
face of Xy, is defined by p = 0, this proves part (2).

For part (3), the maps Nyt jow and aniﬁ are given by the restriction of coefficients of
Q-vector fields, with respect to the bases listed in the various coordinate systems prior to
the statement of Lemma 2.18, to nfL. These vector fields are indeed sc-b-vector fields on
nfy jow (With scattering behavior at p = 0, cf. the coordinate system near nfy Nmf Nify),
and semiclassical scattering vector fields on nf | ; (with h the semiclassical parameter, and
with scattering behavior at p = 0, cf. the coordinate system near nf; Nify Nsf). (]

Corollary 2.21 (Bundle identifications). The restriction maps of Lemma 2.20 induce bun-
dle isomorphisms

QT X 2R x PTX (as bundles over zf = R x X),
g, X = PTX, Wt , X 2 ITX,

g, o, X 2*PTR, QT X 25ITX,

f:i:,]ow
and QTnf&OX >~ s X where g € R and 69 € R\ {0}.

Definition 2.22 (Q-differential operators). For m € No, we denote by Diff¢y (X) the space
of locally finite sums of up to m-fold compositions of elements of Vq(X) (a 0-fold compo-
sition is, by definition an element of C*°(Xq)). Given a collection a = (ap) of weights
apg € R for H = zf, mf, nf, if, sf, we denote more generally

Diff)*(X) = (1;[ p;;*H> Diff} (X) = { (1,_,[ p;;*H> A Ac Diffg(X)}.

Analogously to Q-vector fields, Q-differential operators A € Diff)(X) are smooth families
(m,0) = An o € Diff"(X) of differential operators on X which degenerate in a particular
fashion as m — 0, |o| — oo, and/or r — 0. Note that elements of Diff(X) commute with
multiplication by m and o, with

m e Diffy (X)), o e Difig OO (x), (2.23)



30 PETER HINTZ

Thus, for instance, it suffices to restrict in Definition 2.22 to the case oy, = anr = 0. We
also remark that a o-independent q-differential operator A € Diff"(X) defines an element

A€ Diﬁg’(o’o’o’m’m) (X); this is a consequence of the fact that V' € V,(X), regarded as

a o-independent vector field on Xq, satisfies V' € p;'p' Vo (X), as follows directly from
the definition. Recalling (2.4), this implies that, regarding an operator on X as an m- and
o-independent operator on X, and Xq,

Diff™(X) C p,{"Diff7(X) < Diffgy ™™™ (). (2.24)

The principal symbol ot (V) of V' € Vo(X), defined as mapping ¢ € QT* X to i&(V), is
a fiber-linear function. The property (2.21) implies that the principal symbol extends to a
multiplicative family of maps Qo™ with the property that

Qm
0 — pepie DIFG ™ (X) = DiffF(X) —— P™(U*X)/psipsr P (YT X) - 0 (2.25)
is a short exact sequence. By Lemma 2.20, we get multiplicative normal operator maps
N,¢: Diff (X) — € (R; Diff (X)),

Nung,,  Diff (X) — Diff"(X), N, ,: DIff§(X) — Diff(X),  (2.26)

foy fin®
Nut, ., : Diffg(X) — Diff, (X), Naut, ;: Diffgj (X) — Diff™. (X),

as well as similar maps on spaces of weighted operators (with the weight at H required
to be 0 in the definition of Ng). Moreover, the principal symbol of N, (P) is given by
the restriction of Q0™ (P) to QTZ*fX ~ R x PT*X via Corollary 2.21, similarly for the
principal symbols of the other normal operators. Note also that the vanishing of N,¢(P),
resp. N, (P) for all oo, resp. Nyg, . (P) and aniﬁ(P) implies that P vanishes to leading
order the appropriate boundary hypersurface, i.e. P € p,Diff¢y (X), resp. P € ppDiff &y (X)),
resp. P € pyr, Diffy(X). Together with Qg™ (P), these normal operators thus capture P
to leading order in all 6 senses (corresponding to the 6 orders in Definition 2.22).

Furthermore, we can restrict to level sets =1 (og) or () for o9 € R or 9 € R\ {0}.
This gives normal operator homomorphisms

Ny : Diff} (X) — Diff(X),  Nug, : Diffg(X) — Diff72(X).

f&q

See §3.3 for the way in which the spectral family of interest in Theorem 1.1 fits into this
framework of Q-analysis.

2.4. Q-pseudodifferential operators. The microlocal analysis of Q-differential opera-
tors relies on a corresponding Q-pseudodifferential algebra, which we proceed to define;
analogously to Q-differential operators, a Q-ps.d.o. A will be a smooth family R x (0,1] 2
(o,m) — A, of ordinary ps.d.o.s on a manifold X without boundary.

Definition 2.23 (Q-double space). Recall the g-double space Xg of X and its submanifolds

zfq0 = Xg, mfy o = Xg, Ibg,2, rbq 2, and diag, from Definition 2.6. The Q-double space of

X is then defined as the resolution of R, x Xg given by
X% = @ X Xg;@@ X zfqg;@@ x diagg;

_ _ _ _ 2.27
R x (diag, Nmfqs), R X Ibg .z, IR X rby.2; IR x mfs). (2.27)
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We label its boundary hypersurfaces as follows:

(1) zfa is the lift of R x zfo;
(2) mfy is the lift of R x mfqo;
(3) nfy is the lift of OR x zfq 2;
ify is the lift of OR x (diag, Nmfq o), and if} is the lift of IR x mf, o;
4) ifs is the lift of OR x (diag, fq, d iff he lift of OR fq,
sfy is the lift of OR x diag,, and sf} is the lift of OR x ;
5f'hl'ff8qudf’2 hlffo“’]RXg
6 2, resp. rby is the lift o X 2, resp. R X rbg 9;
b b he lift of R lby, R b,
tlba, resp. trbg is the lift o X 2, resp. X by 2.
7) tlb b he lift of OR lbg, OR b,

We denote by nfy + the connected components of nfs corresponding to the value of 0 = 00
similarly for ifg +, ify 4, sfo 4, sfy o, tlby 1, trby +. Furthermore, we write for oo € R and
a0 € R\ {0}
mf?,Uo :=mfy N 0’71(0'0), mfgiﬁ = Hlfgd: N Uﬁl(i[l, OO]),
nf2,:t,low = nfgd: N 571(:|:[07 1]), Ilf2 L5 = nfg;t N 5’71(:|:[1, OO]),
and nfa 5, := nfy NG 1(60). Finally, diagg denotes the lift of R x diag,,.

n (2.27), note that OR x lbqa, OR X rby 2, and IR x (diag, Nmfy o) are disjoint, and
hence they can be blown up in any order.

Lemma 2.24 (b-fibrations from the Q-double space). The left projection, resp. right pro-
jection R x (0,1] x X x X 2 (o,m,z,2') — (o,m,x) € R x (0,1] x X, resp. (o,m, ') lifts
to a b-fibration 7y, resp. TR: Xé — Xq.

Proof. We only discuss the case of the left projection. Using Lemma 2.7, we start with the
fact that the left projection lifts to a b-fibration 7y : R x Xg — R x Xg; the preimages of
the centers in (2.16) under it are

7 HOR x 7fq) = (OR x zfq2) U (R x lbg2),
771 (OR x mfy) = (OR x mfy2) U (OR x thy2).
From the first line and [Me196 Proposition 5.12.1], we deduce that the lift of 77, to
rx szfqg,aRxlbqg] @qu;a@qu]

(2.28)

is a b-fibration. Since thls is b-transversal to the lift of R x diag, (which is mapped
diffeomorphically to a copy of X)), this lifts to a b-fibration

[R x X2;0R x zfq2; R x diagy, OR x Ibgz] — [R x Xq; R x zfy].
By (2.28), the preimage of the lift of R x mf, under this map is the union of the lifts of
OR x mfy 2, OR x (diag, Nmfy2), and OR X rbqo. By [Mel96, Proposition 5.11.2], the lift
[Rx X2; 0R x zf 2; OR x diag,, OR x Ibq 2; OR x tbq 2; OR x (diag, Nmfq2); IR x mfq 2] — Xq
is therefore a b-fibration. This finishes the proof. O

Definition 2.25 (Q-pseudodifferential operators). Let s € R and o = (avyr) where ag € R
for H = mf, zf, nf, if, sf. Then W5 (X) consists of all smooth families A = (Am,¢)me(0,1],0cr

of bounded linear operators on C>°(X) whose Schwartz kernels are elements of

—Qmf

pzfz pmfg pnfz plf;mpbe T (Xé’dlagQ’ WEQQX) (229)
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which are conormal down to all boundary hypersurfaces of Xé and vanish to infinite order

at all boundary hypersurfaces other than mfs, zfs, nfs, ifs, sfa (and the lift of m=1(1)).
The subspace of operators whose Schwartz kernels are classical conormal at zfs, mfs, nfy is

denoted W7, (X).

Remark 2.26 (Defining functions). Note that 7, '(zf) = zfz Ulby, and indeed the defining
function zf lifts to X% under 7y, to a product of defining functions of zfo and 1bs. In view
of the infinite order of vanishing of Schwartz kernels of Q-ps.d.o.s at 1bs, we can therefore
replace the weight p,, in (2.29) by (the left lift of) p,r. Similarly,

77 (mf) = mfa U rbs, 77 (nf) = nfy U tlby,
71 (if) = ifg Uify U trby, 77 (sf) = sfa U sfh.

Similar statements hold for 7 in place of . Together, they imply that \Ilaa (X) is invariant
H

under conjugation by weights [] p,*" on Xq.

For local coordinate descriptions, we shall use the smooth functions on Xé obtained by
lifting coordinates on Xq to the left, resp. right factor; the left lift will be denoted by the
same symbol, and the right lift with the primed symbol. For example, Z and %’ denote the
left and right lift of the function on Xq denoted & in (2.2).

For bounded o, Q-ps.d.o.s are smooth families (in o) of g-ps.d.o.s, for which a local
coordinate description was given in (2.9). Consider next the region |z|, |#'| < 1 for o 2 1.
Near {oo} x (diag,Nzfg,) C R x X2, we can then use local coordinates h > 0, m > 0, &/,
and y := & — 2/, with the diagonal defined by y = 0. Upon blowing up h = m = 0, the
lift of h = 0 is defined by h+Lm = 0; upon passing to the subsequent blow-up of the lift of
OR x diag,, coordinates near the Q-diagonal are thus

L Yy
YT W+ m)

and therefore a typical element of \1180‘ (X) is given by

(OPamn-1 (a)u) () = (2m) / exp(ir i | O)x(li — #Da(hm 2. €)de (2.30)

h/(h+m
where a is a symbol, or more precisely a is conormal on Xq x R with order ay at H x R
for H = zf,nf,sf, and order s at Xq x OR”; and x € C°((—3, %)) is identically 1 near 0.
Thus, (2.30) is essentially a semiclassical ps.d.o. with semiclassical parameter h%n We also
note that the left lift of the basis h%ﬂaﬁ of Vq(X) in this coordinate system (see (2.22))
is given by 8yj , which is transversal to diagg = yél(O).

Q

Working in the region |Z|,|#'| = 1 for ¢ 2 1, we can use as smooth coordinates near
{oo} x diag, C R x Xg the functions h > 0, & > 0, 7 > 0, w' € R, z = r—r’

r

w=w—w € R" ! where we fix local coordinates on S"~!. Upon blowing up dR x zf .2
(given by h = r’ = 0), the lift of A = 0 is given by # = 0; passing to the subsequent
blow-up of the lift of R x diag,, coordinates transversal to the lifted diagonal are thus

o (z,w)
(2, wq) = W)
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These coordinates remain transversal to the lift of the diagonal to the subsequent blow-ups
n (2.27). Thus, an element of ¥ (X) is given by

Opqua- @) = 0" [[ep[i(S50e+ o)

7,_/
XX(! ,

r
)X = &' a(h,m, 7, &, m) dg d,

(2.31)

where a is conormal on Xq x R& ") with order agy at H xR for all boundary hypersurfaces

H C Xgq, and order s at Xq x 8R& e Since the second spanning set of Q-vector fields

in (2.22) lifts to the left factor of X% as Ozq, Oug,
left lift of Vo (X) is transversal to diagg,.

we conclude that also in this region the

As a consequence of the two transversality statements, we obtain a bundle isomorphism
QrX =~ Taiagg, X% /T diagq = N diagg given by the left lift; and therefore

N* diagq = UT*X. (2.32)

Moreover, for m € Ny, we conclude that Diff;"*(X) C ¥ (X) consists of those operators
whose Schwartz kernels are Dirac distributions at diagq. Generalizing (2.25), the principal
symbol map Ro5* on \I’(Sg’a (X) fits into the short exact sequence

s,x s,x Qg ENeY s—1,« *
0= pitpst ¥y (X) = ¥ (X) —2 5 (S5 pigpst S* 1) (TX) = 0.

Finally, we conclude that pushforward along 7y is a continuous map from \I/a(X ), resp.
\Pfg,cl(X) into A%(Xq), resp. C*°(Xq); thus, Q-ps.d.o.s define bounded linear maps on
AY(Xq), or on C®(Xq) for classical ps.d.o.s.

We may allow for the orders s, ajf, agr to be variable; in this paper we only need to
consider the case that the if-order is variable,

xif € CF(QTEX),

while s, agf are constant; for o = (auf, s, anf, Kif, ), the principal symbol map then
takes values in (S5%/pi 25psf55*1’0‘)(QT*X) for any 6 > 0.

In order to study the normal operators of Q-ps.d.o.s, we need the following result, which

is the double space analogue of Lemma 2.20:

Proposition 2.27 (Boundary hypersurfaces of Xé) We have the following natural diffeo-
morphisms:

( ) ZfQN@XXb,
(2) mfy 4, —Xb (for oo € R);
(3

)
)

(4) nf2 +low = XSC L, (see §A.3) with spectral parameter ¢ = mo.
) n

(5

That is, the local coordinates o,,2" restrict to a map zf5 — R x RY x RY, which extends
by continuity to the diffeomorphism in part (1); similarly for the other dzﬁeomorph@sms

mfy 4 = Xcﬁ (see §A.2) with semiclassical parameter h = |o|~;

forn= XSC . (see §A.1) with semiclassical parameter h = |5| .

1/
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Proof. We obtain zfy by first blowing up OR x zfq2 C R x zfq,2, which thus does not
change the smooth structure of R x zf, 2; the lifts of the remaining submanifolds in (2.27)
to [R x Xo213 OR x zf, 2] are disjoint from the lift of R x zf 2. This proves part (1).

Next, mfy arises from R x mfy, = R x Xg (see Lemma 2.9) by first blowing up its
intersection OR x ffy, with OR x zf4 2, where ff}, denotes the front face of Xg; then one blows
up the intersection with the lift of R x diag,, which is equal to the intersection with the
lift of IR x (diag, Nmfy2) and thus given by the lift of IR x diag, to [R x X2, 0R x ffy).
This blow-up thus produces

[@ X Xg; OR x ffp,; OR x diagb].

The intersection of this space with the lift of R x lbg 2 is R X by, similarly for the right
boundary, and hence blowing up both of these lifts produces

[R x X2;0R x ff},, OR x Iby, IR x rby,, IR x diagy]. (2.33)

The intersections of this space with the lift of R x (diag, Nmfy2) or with the lift of

OR x mf, 2 are both boundary hypersurfaces, hence their blow-up does not affect the smooth
structure. Upon intersecting the space (2.33) with 0=1(0g) or 0~ 1(%[1, oc]), we thus obtain
the isomorphisms stated in parts (2) and (3).

Finally, we consider nfy . Let [0, €) x zfq,2 be a collar neighborhood of zfy o C Xg.

pzfqyz
We take pyp, , = y/m? + |z]2 + [2/|2 for concreteness. Then the front face of [R x X2; {o0} x
zfq2] is that of [[0, 1], x [0, 6)pzfq2 x zfq2; {0} x {0} x zfy 2], and thus equal to

A ~ h
nf’2+ = [O,oo]ﬁ, X qu72 = [0, OO];L/ X Xg, h/ = .
’ pzfq’z

Its intersections with the lifts of
{oo} x diag,, {oo} x (diag,Nmfq2), {oco} x1lbg2, {oo} Xrhq2, {oo} x mfy
with nfy | are given by
{0} x diag,, {0} x Ddiag,, {0} xIby, {0} x1by, {0} x ffy,

respectively; we need to blow these up in the listed order. In fact, the first two blow-
ups can be performed after the third and fourth (since the first/second and third/fourth
submanifolds are disjoint); then, since ddiag;,, = diag,, Nff},, one can blow up {0} x diagy,,
{0} x Odiagy,, and {0} x ff}, in the order {0} x ff},, {0} x 0diag,,, {0} x diagy,. Thus,

nfy . = [[0,00];, % X2:{0} x Iby, {0} x rby; {0} x fF,; {0} x ddiag,; {0} x diagy,|. (2.34)

To analyze this space, we introduce pio := (1 + |2|* + |2/ \2)_% = Dby, Pf,, Prby, » Which is a
total boundary defining function of Xﬁ. We then claim that the change of coordinates map

(W, &, — (5,2,7") with & = (1 + |&]> + |:%’|2)_%/fz’ = % induces a diffeomorphism!?
[[0, 00]7, x X2; {0} x by, {0} x rby,; {0} x ffy]

. (2.35)
=~ [0, 00]5 x Xi; {0} x ff,; {0} x Iby, {0} x rby].

13 This is the analogue, in the double space setting, of the isomorphism (2.19).
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(See Figure 2.5.) This is clear over the interior (X°)? of X2. We have ff}, 2 [0, 00|, x (8X)?
where s = § with p = |#|71 = pw, P, and p/ = |2/|71
functions P, , A, Prb, of 1by, fiy, by, C Xg, SO

= prby, Prr,, for suitable defining

g =D
prbb
Thus, a collar neighborhood of ff, C X2 is given by [0, €)p, x [0,00]s x (0X)%. Upon
dropping the factor (9X)?2, the claim (2.35) thus reads

[0, 00l x [0,€)pg, % [0, 00]5; {0} x [0,€) x {0}, {0} x [0,€) x {o0}; {0} x {0} x [0, 00]]
= [[0,00]5 x [0, €) x [0,00]; {0} x {0} x [0,00]; {0} x [0,€) x {0}, {0} x [0,€) x {oo}]
(2.36)

Plby Pty Prby, A .
%, P, ), where we put py,, =

o7 and P, = SJ%I The proof of (2.36) proceeds by explicit calculations in local coordinate
systems, and is pictorially given in Figure 2.5. Using the diffeomorphism (2.35) in (2.34),

via the change of coordinates map #: (I, pg, ,s) — (

Plby,

FIGURE 2.5. Tlustration of (the proof of) the diffecomorphism (2.36). On
the left: the space on the left in (2.36). On the right: the space on the right
in (2.36). Also shown are matching local coordinate systems near the various
boundary faces; in the listed coordinates systems, we have piot ~ Piby, O, »
and we also recall that & = pgt/ R

we then find that
nfo = [[0,00]5 x X7;{0} x ff,; {0} x lby, {0} x rby; [0, 00] x O diagy; {oo} x diag,].
This implies parts (4) and (5). The proof is complete. O

The relationship between the semiclassical, resp. doubly semiclassical cone algebras of
[Hin22b] and the Q-algebra in the intermediate semiclassical regime |o| ~ m~! (mentioned
in the discussion of the very large frequency regime in §1.4), resp. fully semiclassical regime
|o| > m~! is described in Appendix B.

We now switch to a less cumbersome notation for the weights, writing I = ay¢, v = aunr,
' = = qjf, b=
= Qinf, ' = Qjf, 0 = Oif.
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Corollary 2.28 (Normal operators). Restricting Schwartz kernels of classical Q-ps.d.o.s
to the boundary hypersurfaces zfa, mfs 1 p, nfs 1 10w, and nf, | = defines surjective normal
operator maps

Nyp: w50 (X) — ¢ (R w7(X)),

1,0,l',r,b !
Nunta: U "0 (X) = w510 (X),

l b
fiylow: \Ilafcvl'%ovrv )(X) N \Ij&ﬁ’%l (X)’

sc-b

Ny

’ l7 707 7b ,7’7b \
Nug, v (x) T (X),

Moreover, for oy € R and 69 € R\ {0}, restriction to o=1(00), 071 (009) N mfs, and nfs s,
defines surjective maps

(U b
Noy: w510 (X) = w309 (X)),

(1,0, b , g
U (X s wp(X),

b l7 707 7b %
v (XY — ws(X),

Ny
Ny

o -

respectively. All statements hold also for variable if-orders r € COO(QT;EX).

Since W¢, «(X) acts boundedly on C*°(X¢) and is invariant under conjugation by weights,
these normal operators can be defined via testing. That is, for A € \Ila(gl’%l,’r’b) (X), the oper-
ator N,¢(A) can be defined via N,¢(A)u := (At)|,¢ where @ € C*> (XQj is any smooth exten-
sion of u € € (zf); likewise for the other normal operators. In particular, the above normal
operator maps are homomorphisms under composition, where we compose Q-ps.d.o.s as op-
erators between spaces of weighted smooth functions (i.e. classical conormal distributions)
on XQ.

We finally show that the spaces Uq(X) and Vg (X)) are closed under composition. This
can be done in a straightforward but tedious manner using the local coordinate descrip-
tions (2.30)—(2.31) (while residual operators, i.e. those with orders s, ayf, agf = —o0 are
handled directly on the level of Schwartz kernels). Keeping in line with the presentation
thus far, we instead sketch the proof based on an appropriate triple space.

We use the notation for the g-triple space X, 3 from Definition 2.10, and furthermore write
OR x mfy /0 = {OR x mfyg,0R x mfy ¢},
similarly OR x bty r/s/c, ete.
Definition 2.29 (Q-triple space). The Q-triple space of X is the resolution
X% ::@ X Xg’; OR x zfq 3; OR X bty r/s/ci OR x diag, s; OR x diagg r/s/ci
OR x (diagy p/s/c Nmfq rs/0); IR x mfy p/g/c:
OR x (diagq’F/S/C Nmfy3); IR x qu,g].
Lemma 2.30 (b-fibrations from the Q-triple space). The projection map Ry x [0, 1]y x X3 —
R x [0,1] x X2 to the first and second factor of X, i.e. (o, m,z,2',2") — (o, m,x,2"), lifts

to a b-fibration mp: X% — Xé, similarly for the lifts g, o : X(% — Xé of the projections
to the second and third, resp. first and third factor of X?3.
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Proof. Denote the lifted projection from Lemma 2.7 by 7y r. We make use of the descrip-
tion (2.12) of the preimages of boundary hypersurfaces of Xg under mq . We start with

the b-fibration Id xmy : R x Xg — R x Xg. By [Mel96, Proposition 5.12.1], this map lifts
to a b-fibration

[@ X X(i’; OR x zfq 3; OR x bfq7p] — @ X Xé;@@ X zfqg].

We next blow up IR X lbg 2 and R X rby 2 in the image; blowing up the preimages in the
domain—see (2.12)— thus gives a b-fibration

[R x X2 0R x zfq3;0R X bfy p/s/c; OR x mfy g/c]
— [R x XF;0R X zfq2; R x (Ibga Urhg2)].
We used here that R x mfq s and OR x bfy g are disjoint to commute their blow-ups.

Next, we blow up dR x diag, in the range and correspondingly OR x diag, p in the domain;
we may subsequently also blow up R x diag, 3 in the domain, as the lifted projection is

b-transversal to this. This produces a b-fibration
@ X Xg; OR x 7fy 3; OR x bty r/s/ci OR x diag, 3; OR x diag, p; OR x qu,S/C]

) _ o o _ (2.37)
— Xqp = [R x X3 OR x zfy 25 OR x diag,, OR x (Ibq2 U I‘bq,g)].

Here we use that OR x diag, 5 C OR x diag, p, which implies that we can switch the order of
their blow-ups; and moreover mf, g and mfq ¢ are disjoint from diag, 3 and diag, , hence
their blow-ups can be commuted through to the end.

In the domain, we next blow up OR x (diag, , Nmfy ) for x = S, C' (whose lifts get mapped
diffeomorphically onto the lifts of R x Ibg 2 and OR x rby 2); they can be commuted through
the blow-ups of their supersets OR x mf, g/c. We thus obtain a b-fibration

[R x Xf;; OR X zfq3;0R X bfy p/g/c; OR x diag, 3; R x diag, p;

_ F/5 ~ , (2.38)
OR x (dlagq,s/c N qu,S/C’); OR x rnfqﬁ/c] — XQ,b'

We can then blow up R x diag, ¢ in the domain; this blow-up can be commuted through
that of OR x mfy, for * = S (since the intersection R x (diag, g Nmfyg) is blown up
before) and also for x = C' (by disjointness), and then it can be commuted further through
its subset OR x (diag, ¢ Nmfy5). Arguing similarly for the blow-up of OR x diag, ¢, the
map (2.38) thus lifts to a b-fibration

[R x X2;0R x zfq3; R x bfy p/5/0; OR x diag, 33 0R x diagy p/s/c;

ssre o ,  (239)
OR x (dlagqﬂ/c ﬂqu,s/c); OR x qu,S/C] — XQ,b'

Next, blowing up IR x (diag, Nmfy2) in the range, and using (2.12) to deduce that we
need to blow up IR x (diag, r Nmfy r) and IR x (diag, p Nmfy3) in the domain, we infer
that the map (2.39) lifts further to a b-fibration

[@ X Xg; OR x zfq 3; OR x bty r/s/c; OR x diag, 3; OR x diagg p/s/c:
IR x (diagy p/s/c Nmiy rys/c); OR x mfy g/0; OR X (diagy g Nmfq3)]
— X%yﬂ = [R x Xg; OR x zfq2; OR x diag,, OR x (diag, Nmfy32), IR x (Ibgz Urbg2)].
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For the commutation of blow-ups, we use here that diag, r is disjoint from mf, ¢/c. To
restore some symmetry, we then blow up R x (diag, , Nmfy 3) in the domain for x = S, C;
these get mapped diffeomorphically onto the lift of IR x mfy 2. Thus, we get a b-fibration

[E X Xg’; OR x 7zfq 3;0R x bty r/s/ci OR x diag, ; OR x diag, r/s/c;
IR x (diagy p/s/c Ny F/s/c); OR x mfy 5,05 OR x (diagy p/g/c Nmfq3)] — X%’ﬁ.

Finally, we again use [Mel96, Proposition 5.12.1] to lift this map to a b-fibration under
the blow-up of R x mfy 2 in the range (producing Xé) and of the lifts of its preimages
OR x mf, p and OR x mf, 3 (in this order) in the domain; the resulting domain is naturally
diffeomorphic to X%, since the blow-up of R x mf, r can be commuted through that
of OR x (diag, , Nmfy3) for * = F (since the set OR x (diag, r Nmfy ) containing their
intersection is blown up earlier) and for * = S,C (by disjointness). This finishes the
proof. O

Proposition 2.31 (Composition of Q-ps.d.o.s). Let A; € \I/SQj’aj(X), j = 1,2. Then
AjoAs € \118+82’0‘1+a2 (X). The same holds true when working with ¥q o instead.

Proof. The proof is similar to that of Proposition 2.12. By Remark 2.26, it suffices to
consider the case a; = ag = (0,0,0,0,0). Write the Schwartz kernel x of A; o Ay in terms
of the Schwartz kernels k1, ko of A1, Ay as

K= (Vlyg)_l(ﬂc)*(w}m S MgKa - THVL -7r*1/2)

where 0 < 1 € C®(Xq; QX)) is an arbitrary g-density, and vy = %“% is a b-density on

R, %[0, 2) with 7: X% — R x [0, 1] denoting the lifted projection. One can then check that
the term in parentheses is then a bounded conormal section of W}QQX ®7r§QQX ®7%QQX ®
W*bQRx[O,l] (R x [0,2)) which vanishes to infinite order at the boundary hypersurfaces of X, %
which map to if}, sf5, Iba, rbo, tlbs, or trbs under m¢; thus, it is a bounded conormal section
of bQX(% which vanishes at the aforementioned boundary hypersurfaces. The conclusion
then follows using pullback and pushforward results for conormal distributions. O

2.5. Q-Sobolev spaces. We now assume that X is compact. We can define weighted
Sobolev spaces (corresponding to the Lie algebra Vq(X)) of integer differential order in
the usual manner, analogously to Definition 2.5; we leave it to the reader to spell this out.
Here, we instead immediately record the definition for general orders, allowing in particular
also for variable orders at if:

Definition 2.32 (Weighted Q-Sobolev spaces). Fix any positive weighted Q-density v on
Xq, ie. an element v = ([ ) where 0 < vy € C®(Xq, %QX) and vy € R, and
H ranges over the boundary hypersurfaces zf, mf, nf, if, sf. Thus, the restriction vy, is a
smooth positive density on X for any m € (0,1], 0 € R. Let s € R and l,v,!’,r,b € R; put
w = plzfpglfpﬁfpi’"fpgf. Then for s > 0, and for m € (0,1] and o € R, we put

HES ) (X v) = HY(X) (2.402)
with (m, o)-dependent norm
Hu”iﬁy(lml’mb)(x v) = HwiluH%Q(X,um’o) + HwilAm,UuHLQ(X,Vm’U)a (2'4Ob)
Q b

,m70'
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where A = (An o) € Wa(X) is any fixed Q-ps.d.o. with elliptic principal symbol. For s < 0,
we define the space (2.40a) as a Hilbert space by letting it be the dual space (with respect
to the inner product on L?(X, vy )) of g o bt ’7T’7b)(X, v).1* Finally, for variable

Qm,o
orders r € C*(T;X), we define the norm on Hs’ﬁf{y,’r’b) (X,v) = H*(X) to be
2 — {12 2
||u”H(sQ,‘(nll,:yo-,l’,r,b) (X,V) T HUHHS’(mZ,Z;l’,TO,b) (X,l/) + ||Au||L2(X7ym’U)

where g = minr, and where A € \I/a’(m’ll’r’b) (X) is a fixed elliptic operator.

We claim that any A € ‘IJOQ(X) is uniformly (for m € (0,1] and ¢ € R) bounded on

L*(X,v) when 0 < v € C*(Xq, QOX) is a positive Q-density. As in §2.1, the proof can be
007(070507_007_00) (X).

reduced, using Hérmander’s square root trick, to the case that A € \I’E) ;
thus, the Schwartz kernel x of A is a bounded conormal right Q-density on X(2Q which van-
ishes to infinite order at all boundary hypersurfaces except zfo, mfs, and nfs. The push-
forward along the projection Xé — Xq (see Lemma 2.24) is thus bounded (on m~1([0,1]))
and conormal on Xq (and vanishes to infinite order at if and sf). The Schur test implies
the claim. Directly from Definition 2.32, one can then show that for any orders s,§ € R,
L1~ 0,1 r7bb e R, any element 4 = (Amo) € \Ila(l’%l,’r’b)(X) defines a uniformly
bounded (as m, o ranges over (0, 1] x R) family of maps
Amo Héﬁifl”:’i’)(X, V) — ngn-sl:g—l,?/—'y,f’—l’,F—r,E—b)(X’ V),

similarly when the if-order is variable.

We next show how to relate Q-Sobolev spaces (and their norms) to b-, sc-b-, ch-, and
semiclassical scattering Sobolev spaces near the various boundary hypersurfaces of Xq, see
Proposition 2.15, Definition 2.16, and equation (2.20). We restrict attention to a certain
class of o-independent densities v, which are lifts of weighted g-densities on X along the
projection off the o-coordinate.

Proposition 2.33 (Relationships between Sobolev spaces). Fiz a o-independent density v
on Xq which is of the form v = pi/QI/o, 0 < vy €C®(X,90X), as in Proposition 2.13. Let

- q
re C®°(RTX) be an order function which in |x| < ro (for some ro > 0) is invariant under

the lift to QT*X of the dilation action (5, m,x) — (&, Am, \z).

(1) Put ¢pe: R x (0,1] x X° 3 (0,m,2) — (o0,m,mz) € Xq, and let x € C®(XQ)
be identically 1 near zf and supported in a collar neighborhood thereof. Then for
m € (0,1] and o € R, we have a uniform equivalence (in the same sense as in
Proposition 2.13)

Il g~ (05 15 O ol (2.41)
(2) Put ¢mr+n: (0,1] x (0,1] x X° > (h,m,z) = (+h~ ' m,z) € Xq, and let x €
C*(Xq) be identically 1 near mf and supported in a collar neighborhood thereof.

14Equiva1ent1y, fixing an elliptic operator A € W5°(X), it is the space of all distributions of the
form u = uo + Au1 where ug,u1 € wL?(X), equipped with the norm infu—uy+au; |w™ ol r2(x,0m ) +
llw™ s 22X ,vm.0); cf- [MVWOS8, Appendix A] for a general discussion of the underlying functional analysis.



40 PETER HINTZ

Then, uniformly for m € (0,1] and h € (0, 1], we have
(2.42)

||XUH AL D) 3y m 7| 4 n(x0)

s, 1=y, =y, r— ¥ )
Hy mtn Hep (X,ve)

where Ve is the lift of a smooth positive density on X to X as in Proposition 2.13(2).
(3) Put ¢t 1, £(0,1]x(0,1]x X 3 (6,m,Z) = (5, m,m2) € Xq, and let x € C*(Xq)
be identically 1 near nfy and supported in a collar neighborhood thereof. Then,
uniformly for ¢ € (0,1] and m € (0, 1],
n_yp

HXU’H ;(rln’Yil};_"b)( )Nm2 Hﬁﬁfi,low( )‘UmHH:C"bl/’Y U,l— ll(X,‘diD' (243)

(4) Put ¢ng, .: (0,1] x (0,1] x X > (h,m, &) — (£(hm)~!, m,m2) € Xq, and let x €
C>®(Xq) be as in part (3). Then, uniformly for h € (0,1] and m € (0, 1],

D ax
||XUH g(i'yil(’h;b)) L(X) ~ma2 : Hqsnf:tﬁ(xu)|i~l,m”H:C’Ell’b(X,|di|). (244)

We remark that the invariance assumption on r is only used in parts (3)—(4) and made
there for simplicity; note that the assumption depends on the choice of local coordinates
x € R" around 0 € X. (Without this assumption, one gets slightly lossy two-sided esti-
mates mirroring those in [Hin21b, Corollary 3.7(2)]; these would still be sufficient for our
application.)

Proof of Proposition 2.33. It suffices to consider the case that all constant weights I,v,1’,b
are equal to 0; furthermore, one can restrict to the case s > 0 since the case of s < 0 then
follows by duality. The L?-case s = 0 follows, for all four parts, as in Proposition 2.13.

Part (1) for s > 0 is then a parameter-dependent version of the estimate (2.13), and the
proof proceeds in the same manner: one extends the Schwartz kernel of an elliptic b-ps.d.o.
Ay € U3 (X) via dilation-invariance (in (m,z,2’)) and translation-invariance (in o), and
cuts off the resulting kernel to a collar neighborhood of zfs to obtain a Q-ps.d.o. A which
is elliptic near zf and can thus be used to compute H¢ (X)-norms in (2.40b).

sOOr( )

For part (2), we fix an operator Ay € ¥ with elliptic principal symbol. By

Corollary 2.28, this is the mfy j-normal operator of some A € U 50,00, 0)( X), and in fact

we can take the Schwartz kernel of A to be given by the pushforward of the Schwartz kernel
of Ay (considered as a m-independent distribution) along ¢m¢ + , cut off in both factors to
a collar neighborhood of mfy. The uniform equivalence (2.42) then follows by arguments
completely analogous to those in the proof of Proposition 2.13.

The proof of parts (3)—(4) is similar. The assumption on the order function r ensures
that the cutoff (to a collar neighborhood of nf in both factors on the level of the Schwartz

kernel) of the dilation-invariant extension off nfy of an elliptic operator in \Ils’r’o (X)) lies

Finally, when ©Q C Xq is an open set, and writing o = (I,,0,r,b), we denote by

H o) = {u € HES, o(X): suppu € O}, HGS () = {ula: u € HGS, (X))}
(2.45)

the spaces of supported, resp. extendible distribution (using Hérmander’s notation [Hoér07,
Appendix B]). The former space carries the subspace topology, and the latter space the
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quotient topology of Hs’fnﬂ (X)/HS’?;J (Xq \ Q). In our application, we will take, in some
fixed local coordinates x € R™ around 0 € X,

Q=XqgnNn{m<r<2}=Xqn{r>1, r <2},
and the relationships recorded in Proposition 2.33 remain valid upon using extendible Q-

Sobolev spaces on (2 as well as extendible (b-, sc-b-, and semiclassical scattering) Sobolev
spaces on Q2 = X N{r > 1} in (2.41), (2.43), (2.44).

3. QUASINORMAL MODES OF MASSLESS AND MASSIVE SCALAR WAVES

In this section, we will prove Theorems 1.1 and 1.5. As discussed in §1.3, we may fix
A = 3. Moreover, we fix the ratio
. a
a:=—e¢€(—1,1).
e (-11)
All estimates in this section will be uniform in the parameter a € [—1 + ¢,1 — ¢] for any
fixed € > 0.

In §3.1, we fix some notation for the degenerating family of Kerr—de Sitter spacetimes
with parameters (A,m,a) = (3,m,am), with m N\, 0. In §3.2, we recall the notions of
generalized resonant states and the multiplicity of resonances; these feature in the detailed
version of Theorem 1.1, see Theorem 3.8. As a preparation for the proof of Theorem 3.8, we
show in §3.3 how the spectral family of the wave operator on the degenerating Kerr—de Sitter
spacetimes fits into the framework of Q-analysis. The remaining sections, §§3.4-3.9, contain
the proof of Theorem 3.8; an outline is provided at the end of §3.3. In §3.10, we explain the
minor modifications needed for the analysis of the Klein—Gordon equation, and thus prove
Theorem 1.5.

3.1. Limits of Kerr—de Sitter metrics. Since the quantities involved in the defini-
tion (1.3) of the KdS metric depend only on m via (A, m,a) = (3, m,am), we denote them
by

(1) := (% + a®m?)(1 — r?) — 2mr, by := 1+ a@’m

cm(0) := 1+ a’m? cos? 6, om(r,0) =12 + a2m2 cos? 6.
As we shall prove momentarily, for m > 0 sufficiently small, the parameters (3, m, am) are
subextremal. We denote the roots of py, by

<r <7" <7"

Lemma 3.1 (Roots of pi). Define #¢ :=1—+/1— a2, #¢ := 1 ++/1 — a2. For sufficiently
small mg > 0 (depending on a), and wmtmg C> = C>([0,mg]), we have

re =—1mod mC®, ¢ =miY mod m?C*,
¢, = mi® mod m2C>®, ¢ =1 mod mC*™.
Proof The simple roots of po(r) = r2(1 — r?) at r = 1 extend to real analytic functions

Tm=—14+0(m)and r§ =1+ O(m ) for small real m. Note next that

m 2 (mit) = 72 — 27 4 a2 — m?(7? + a%)72

for m = 0, has two simple roots at 7 = 7#¢, #¢, which extend to real analytic functions fn(f T
for small m, giving rise to the roots 7$ = mr, ¢ = miS, of pu. O
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We use the coordinates (¢, 7,0, ¢4), see (1.5), which we define using

Py mam(r) = Fulr) == —x (T200) 4y — ), (3.1)

where x¢ € C(R) and x¢ € C°((—1,00)) are both equal to 1 at 0. (Thus, the functions
ty, ¢« defined with respect to the choice of Fy, here differ from those defined using the choice

of F3 1 am in §1 by the addition of smooth functions of .) We fix x¢, x® in Lemma 3.2 below.
The KdS metric gm := g3 1 am takes the form

. [Lm( ) o ) 2_2Fm(r) oA 102

9m =13 9 gy 202 (7. 0) (dt, — am sin® 6 dgy) b (dt, — am sin“ 0 de,) dr
1—Fpn(r)? d6? cm(0)sin?6 5 . 2
o2 (o) g2 4 g2 (g + r? 4+ (am)?) dg, — amdt,)”.

GA ) T g ) S + ST (07 (am) )
(3.2)
The dual metric is
ba(1 — F(r)?)

gt = on(r,0)7% (— 7B (0 o (@m))h + mi. ) ()07 + €n(0)05
2

— Db P (1) (2 + (4m)2) ), + amdy, ) @4 Oy + (9. + am sin®0 0y, ) )

(3.3)

cm(Q) sin? 6

Lemma 3.2 (Choice of time function). There exist smooth functions x¢ € C(R) and
X¢ € C((—1,00)) with x¢(0) =1 and x¢(0) =1 so that dt, is (past) timelike with respect
to gm on Ry, x [m, 2], X Sg?qﬁ* when m € (0, mg] with mg > 0 sufficiently small.

This can be proved directly by adapting the arguments of [Vas13, §6.1] to the present
parameter-dependent setting; we postpone an alternative perturbative proof off the two
limiting (de Sitter and Kerr) metrics until after the proof of Lemma 3.11 below.

In 7 > ro for any rg > 0, the metric gy, converges, as m \, 0, to the metric
1
gas = —(1 — r3)dt? — 2x°(r)dt, dr + Xi()d 24 g

1 1=X0(r)?
ds — 1 — 2

(3.4)
07 = 2X°(r)0r, ®s Op + (L —1)07 +1r2¢ 7",

where x¢(r) := x°(r — 1), and ¢ := d6* + sin? 6 d¢? is the standard metric on S%. Thus, gqs
is the de Sitter metric'®>—a nondegenerate Lorentzian metric on

R, x X, X :=B(0,3)={zcR: |z| <3}, (3.5)

*

with (7,0, ¢«) denoting polar coordinates on X. (We stress that gqg is in fact smooth
across ¢ = 0, though the geometry, resp. analysis of the limit m \, 0 do see a remnant of
the disappeared KdS black hole in the form of a conical singularity, resp. b-Sobolev spaces
with weights at r = 0.)

151 we change coordinates via t = t, + Tus(r) where Tis(r) = XU) then gas = —(1 — r?)dt? + (1 —

1-7r2>

r2) " rdr? 4 r2g is the de Sitter metric in static coordinates.
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On the other hand, if we set ty := mt, and 7 := mr and express gm in the coordinates
(te,7,0,¢s), then for # in any closed subinterval of (#,00), the rescaled metric m™2gy
converges, as m \, 0, to the metric

_A(F)

=500 (i — a sin?0dg,)” + 2¢°(7)(db, — & sin® 0 dg,) dF
T
o1 — x°(7)? 2 2 sin? 2 (3.6a)
+927d 0)do do. —adity)”,
o O (7, 0)d6° + 23y (7% + 8)des —dd)
p(r) =7 =2f + 6%, X7, 0) =7 +a’cos”d,  XO(F) = X°(F — ),

of a Kerr black hole with mass 1 and angular momentum a.'® The dual metric is

i =

>

1 ve(7)2 ) ) o
(7,0)2 (—AxiA(r)((f2 +a%)0;, + a8¢*)2 + (7)02 + 03
A7) (3.6b)
+28°(7) ((F* + 6%)0;_ + a0, ) ®s (94, + a sin® 985*)2)'

1
n’4
This is a smooth nondegenerate Lorentzian metric on

R;, x (fca 00)7 X Sﬁ,qs*- (3.6¢)

The wave operators associated with the metrics gm, gqs, and g have as principal symbols
the respective dual metric functions:

Definition 3.3 (Dual metric functions). Let Xy = Xg,mﬁm (see (1.6)). The dual metric
function Gy € C®°(T*(Ry, X X)) of gm is defined as

Gul(Q) = IC2 o 1r 2= (t7) ERy, X X, € € TH(Ry, x My).
The analogously defined dual metric functions of gqg and g are denoted

Gas € C(T*(Ry, x X)), resp. G € C>(T*(R;, x (79, 00) x §?)).

When mg > 0 is sufficiently small, then Lemma 3.1 implies that 7‘ <m<rg <rg <2
for all m € (0, mp] when mgy > 0 is sufficiently small. Put

Qm == (m, 2), x S% (3.7)
Then, in the notation of (1.2) and (1.6), the manifold Ry, x Qp C My, = M&m,&m contains
a neighborhood of the closure of M:?n?gm

3.2. Resonances, multiplicity, and the main theorem. We now prepare the precise
statement of Theorem 1.1.

Definition 3.4 (Spectral family). For o € C, we define'”
Oy (0) € Diff?(Qy)

to be the unique operator with Oy (e ™ u) = e~ 0y (o)u for u € C(Qm). With
Qqs := B(0,2) C X = B(0,3), we similarly define the spectral family of [ denoted

Oges(0) € Diff?(Qqg), o €C.

gds»

167 coordinate change in £, and ¢, brings (3.6a) into Boyer—Lindquist form.
1"The more usual notation would be Ugw (0). We do not use a hat here, however, to avoid overloading
the notation.
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We finally denote by
0;(5) € Diff?([1,00); x S?), & €C,

the spectral family of (g, so Dg(e*"&f*u) = e*i&i*Dg((})u for u € C°((1,00) x S?).

Informally, Oy, (o), Ogs(o), resp. Og() is obtained from O, Oy, resp. Oy by replac-
ing 0,, resp. 0; by —io, resp. —ig. Thus, the spectral families are polynomials (hence
holomorphic) in o, resp. &.

Definition 3.5 (Space of resonant states). For o € R, we define Resy(0) C C®°(Ry, X Q)
as the space of all generalized resonant states uw = u(t.,z) of O, at frequency o, i.e.
solutions u of Oy, u = 0 which for some n € Ny can be written as u = Y }_, tFe "ty (2)

where uy € C*°(Qy). The multiplicity of o is
Mmm(0) := dim Resy (o).

We similarly define Resgs(0) C C®(Ry, x Qqs) and mgas (o) with respect to Og,g-

Thus, 0 € QNM(m) := QNM(3, m,am) if and only if Resy(c) # {0}, i.e. mp(o) # 0.18
For sufficiently small m, the Fredholm theory of [Vasl3, §6] can be shown to apply to
g (o) (see also (3.52) below), and thus O, (o)1 is a meromorphic family of operators on

C*°(Qm). As shown in [HV18, §5.1.1], an equivalent definition of Resy (o) is then

Resp(0) = {resczg <e*i<t* Ogun (C)*lp(g)) : p(€) is a polynomial with values in COO(Qm)},

(3.8)
and the multiplicity can be computed via
1 _
() = 550 § D (071005 (O (39)

where fg is the contour integral over a circle enclosing o counterclockwise which contains

no resonances other than o. (The integral is a finite rank operator on C*°({2y), and hence
its trace is well-defined.) There are analogous expressions for Resqs(o) and mgg(0).

Definition 3.6 (Quasinormal modes with multiplicity). For m € (0, mg], we put

QNM*(m) := {(0,mm(0)) € C x N: mp(s) >1} CCxN,
QNMs := {(0,mas(0)) € C x N: mgg(c) > 1} c Cx N.

Furthermore, QNM(m) = QNM(3, m, am) is the projection of QNM*(m) to the first factor,

and QNMq is the projection of QNMjq to the first factor.

Lemma 3.7 (QNMs of de Sitter space). We have QNMyg = —iNy, and

QNMg = {(—il,m): £ € Nog, m = mgs(—il)}
where
1, ¢ =0,

3.10
P42 1>1. (3.10)

mas(—il) = {

18Note that the existence of a smooth resonant state is independent of the choice of the function Fy
in (3.1) or Fam,a in (1.5), as long as these functions equal —1, resp. +1 at the event, resp. cosmological
horizon.
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Proof. This follows from [HX22, Proposition 2.1] upon setting v = 0, thus A_(rv) = 0 and
A+ (v) = 3 in the notation of the reference. Indeed, for | € Ny, the space of generalized
resonant states with angular dependence given by a degree [ spherical harmonic is non-
trivial exactly at all spectral parameters —if for ¢ € (I 4+ 2Ng) U (3 + 1 + 2Np), and at each
such resonance has dimension 2/ + 1. This gives

T
[\

mas(—il) = > 204+ 1) =20+1)+ ) (2k+1).

leN
£—1€(2Ng)U(3+2Ng)

B
Il
=)

For ¢ = 0, resp. 1, this evaluates to 1, resp. 3 = 12 + 2. For £ > 2 the second sum is
(0 —1)2 =2 — 20+ 1. This gives (3.10). O

Theorem 3.8 (Quasinormal modes of KdS black holes away from extremality: detailed
version). Let C; > 0 be such that Imo # —Cy for all 0 € QNMyg. Let € > 0 be such that
for each o, € QNMyg with Imo, > —C1, the only 0 € QNMyg with |0 — o.| < 2€ is o,
itself.'? Then there exists my > 0 so that the following statements hold.

(1) If m € (0,my] and 0 € QNM(m), Imo > —C1, then there ezists 0. € QNMyg so
that |0 — o.] < e.

(2) The total multiplicity of QNMs near o, € QNMyg with Im o, > —C} is independent
of m, that is,

mas(o) = Y mm(o),  me (0,m].

oc€QNM(m)

[o—ox|<e

(3) The only resonance o € QNM(m) with |o| < € is 0 = 0, with mu(0) = 1, and
Resn (0) consists of all constant functions on Ry, X Q.

(4) Let K = [ro,2]xS?, and let 0. € QNMyg with Im o, > —Cy. Then for all sufficiently
small rg > 0, the space

{U [0,1]¢, xK = U € Z Resm(a)} (3.11)
cEQNM(m)

lo—ox|<e

has dimension mqags(o«) and converges to {ulo1)xx : u € Resqs(o«)} in the topology
of C°([0,1] x K). (That is, there exists an m-dependent basis um 1, - - -, U mys(or) OF
the space (3.11) which converges in C*([0,1] x K) to a basis of Resas(o+)|j01]xx-)

Parts (1) and (2) together give precise meaning to the statement that the quasinor-
mal modes of Kerr—de Sitter space with parameters (A, m,a) = (3, m,am) converge with
multiplicity to those of de Sitter space in any half space Imo > —C7 as m N\ 0.

3.3. The spectral family as a Q-differential operator. As the starting point for the
proof of Theorem 3.8, we now place Oy, (o) into the context of g- and Q-analysis. We
use the terminology of §2, with two small modifications: (1) the mass m will be restricted
to a short interval [0, mg] (rather than [0,1]) where my > 0 is chosen according to the
requirement stated before (3.7); and (2) we shall write o¢ for the real parameter that was

19Thus, one can take any e < % The present formulation generalizes without change to the case of the
Klein—Gordon equation.
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previously denoted o in §§2.4-2.5. We reserve the symbol o for the spectral parameter
(which might be complex).

Let X denote a 3-dimensional torus; we work in a local coordinate chart B(0,3) near
a point 0 € X as in (3.5). (We make X compact merely so that Sobolev spaces are well-
defined.) At fixed (or more generally for bounded) frequencies o € C, our analysis will take
place in the domain

Qq:={r>1, r<2}nXq (3.12a)
Thus, Qq resolves | |ye(g.mo){m} X 2m in the singular limit m ™\, 0, and we have
Q:=QqNzfg={F>1}Nzfy,  Q:=QqN mfy, = [0,2), x S2. (3.12b)

(Here, () is a subset of the spatial manifold in (3.6¢); the radius 1 is chosen for notational
convenience.) We denote by Qq = {# > 1, » <2} N X, and Q = {# > 1} N zf, the closures
of {2y and ) inside Xq. See Figure 3.1.

O 2 T

FIGURE 3.1. The domains g, €, and Q@ C X, defined in (3.12a)
and (3.12b), without the factor S2.

On the Q-single space Xq, we shall work on the lift of Ry, ¥ Qq,
QQ = {72 >1, r< 2} NXq. (3.12C)
We need to analyze also non-real frequencies o. For now, we work in strips {|Imo| < C4}
for arbitrary fixed C7 > 0, and the total space of our analysis is therefore
[—01,01] X QQ C [—01,01} X XQ.
(The modifications needed to treat all of {Imo > —C4} will be discussed in §3.9.) The
total spectral family (m,o) +— Oy, (), where m € (0,mg] and o = o + ioy with o9 € R,
o1 € [~C1,C1], defines an element?’
O(- + o) € Diff?(Qq N {m > 0}),

with smooth dependence on o;. The following key result puts the total spectral family into
the Q-analytic framework developed in §2, and is indeed the motivation for the development
of this framework.

Proposition 3.9 (Properties of the total spectral family). The total spectral family O(- +
io1) satisfies

O(- + io) € Diffg ****% (Qq) = p2phuront pig P Diff? (), (3.13)

20That is, the restriction of O(- + i01) to the subset where the spectral parameter is oo + i01 and the
black hole mass is m is precisely the operator Oy, (00 + i01). In the notation for the total spectral family
O(- 4+ i01), we thus do not include oy or m as an argument or subscript.
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and depends smoothly on o1 € [—C4,C4]. Moreover, in the notation of Corollary 2.28:
(1) The Q-principal symbol of O(- + io1) is G(- +io1,—; —, —), given by
G: (o,m;x,8) — Gulz(—odt, + &), (3.14)

where x € O, € € T, and 0 = og+ioy, in the sense that Q0>(20:222)(0(-4i0y))
is given by the equivalence class of G(-+io1) in (52’(2’0’2’2’2)/Sl’(2’0’2’1’1))(QT;%QX).

(2) We have N,(m?0(- + io1)) = 0z(0) (regarded as a oo-independent operator on
R,, x Q C zf, ¢f. Proposition 2.15(1)).

(3) For oo € R\ {0}, we have Ny, (m20(- +io1)) = Oy(50).

(4) For og € R, we have Ny, (O(- +i01)) = Ogyg(0), where o = oq + ioy.

One can prove this by direct calculation using the form (3.2) of the KdS metric. We
instead give a conceptual proof, which highlights the relevant structural properties of the
family of metrics gm.2! To begin with, we define

M:=Ry, xX, M:=R, xX, M:=R; xX,

and identify X with {0} x X C M, likewise X C M and X C M. Smooth stationary
metrics on M can be identified with smooth sections of S%T M — X, likewise for M, M.
Denote now by
Tq: Xq — X, Tq: Xq =+ X
the lifts of the projection maps [0,mg] x X > (m,z2) — x € X and R x [0,mg] x X — X,
respectively. The pullback bundle 73Tx M — {1q will play two roles. Firstly, it is a bundle
in (the tensor powers of) which geometric objects are valued (see Lemma 3.11 below).

Secondly, in m > 0 its sections are smooth families of horizontal vector fields; in this latter
regard, we note:

Lemma 3.10 (Bundle isomorphisms). Let 3: mfy = X = [X;{0}] — X denote the blow-
down map. Then the identity map (n3TxM)|02) = TeM = T.M for x € X \ {0} extends
to a bundle isomorphism ' '

(TETx M) g, = 57T M. (3.15)
Moreover, the map (15T X)|(maz) = TeX 2V s mV € Ty oy X (form € (0, mg]) extends by
continuity to a smooth bundle map on Xy and then restricts to zfq = X as an 1somorphism

v (g TX) gy & seTX (via ‘multiplication by m’). (3.16)

Proof. For (3.15), simply note that both bundles have, as smooth frames, the vector fields
O, and 0,; (j = 1,2,3). For (3.16), note that md,; = 9z (j = 1,2,3) is a frame of
°TX. U

We shall also write ¢ for tensor powers of the isomorphism (3.16) or its adjoint. Writing
R = X x R for the trivial bundle, we furthermore define the map

T (T M), = ToR;, @ %TX, 8. =8, Ve uV). (3.17)

21T his route is longer, but it has the advantage of allowing for straightforward generalizations of Propo-

sition 3.9 to spectral families of other geometric operators—even if in the present paper we do not discuss
such generalizations.
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(This is ‘multiplication by m’ for tangent vectors on the spacetime M.) Tensor powers of ¢
or its adjoint are denoted by the same symbol.

Lemma 3.11 (The family gy on the g-single space). For m € (0,mg] and x € Qy, define
the symmetric 2-tensor g(m,x) € (WZS2T;(M)’(m 2 = S?TFM to be equal to gw|.. Then

g € C%(Qq; (mgS*TX M) g), 1 e (g (15 S Tx M)l

Moreover, glmt, = gas (under the identification (3.15)), and T '(glys,) = §. Further-
more, |dg| = |dt.||dgx| where |dgx| € C®(Qy; (. *QXM)]Q ). (Ezplicitly, we have |dgx| =
b?0? sin 6 |dr df dg.| where b(m) = by, and o(m,r,0) = Qm(T‘ 6).)

Proof. On STq, the 1-forms dt,, dr, rdf, and rd¢, are smooth and nonzero sections of
o Tx M. Tt thus suffices to show that the coefficients of gy in (3.2) (expressed in terms
of symmetric tensor products of these 1-forms) are elements of C*(£),). On €y, smooth
coordinates are given by p =2 € [0,1], » > 0, and 0, ¢., and we then note that

um( ) (1+atH(a-r?) -2
b2 02(r,0) — (1+a2p%r2)(1 + a2p? cos? 6)
is indeed smooth in these coordinates, similarly for the other coefficients of gn; note in

particular that Fy, = —x¢(p~!) + x¢(r) is smooth. The membership of g~! follows similarly
by inspection of the coefficients of g ! in (3.3) in the basis 0;,, 0y, 7718y, r~10s,.

The computation of g|ms, was already performed in (3.4). The computation of ¢ (g],f,)

amounts to taking the limit of m~2g, as m \, 0 for bounded # = |&|, which was done
n (3.6a). O

We can now give a simple proof of Lemma 3.2:

Proof of Lemma 3.2. Using (3.4) and writing Y°(r) = 1 + (1 — r2)f(r), we compute
1—(1+ (1 —r?)f(r)?

2 _ _ ) 2
jdtl? s = 3 =2f(r)+ (@ —=r")f(r).
Note that in any region r < r; < 1, this is negative for f(r) = —# (in Which case X¢ = 0)
More generally, in r» < 1, resp. at » = 1, we have |dt*| 1 < 0 provided — 2 < f(r) <

resp. f(1) < 0. For 1 < r < 3, it is enough to ensure f( ) < 0. We can thus use a partltlon
of unity to construct a smooth f so that dt, is past timelike for gqg, and so that x¢(r) =0
for r < 1.

=3

Next, using (3.6b) and writing ¥¢(7) = 1 + i(#) f(#), we compute
)

21 L= (1+l(7) f(7))
0)*|di.|2 1 = — 2 20
o(7,0)7| |g1 ) (7 —I—a) + a2sin
< A(F) (P + &) F(7) + 2(7% + &) f(F) + &2
When f(7) = —(7)~! (so x¢ = 0), the right hand side evaluates to —(fi;zgj | 42 which
is negative when fi(#) > (smce upon multiplication by /i(#), this is —(F?+a?)? +a(P* +
62 — 27) = —p4 — @22 — 2a%7). At £ = 7°, we require f(#) < W Where fi(7) # 0,
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the set of allowed values of f (7) is a nonempty open interval (depending continuously on
7). We can thus find an appropriate f(7) so that, moreover, x¢(#) = 0 for # > 3, say.
Having fixed x¢, x¢ and thus x¢ x© in (3.1) in this manner, the past timelike nature of

dt, with respect to gm now follows by continuity for all sufficiently small m > 0 in view of
Lemma 3.11. O

Proposition 3.12 (Spectral family of the connection of g). For m € (0,mq] and o € C,
denote by VI (o) € Diff! (Qm;TmM, TS—mM ® TmM), o € C, the spectral family of the
Levi-Civita connection of gm, defined analogously to Definition 3.4. Denote by VI(- +
io1): (0,mg] x R > (m,09) — VI(0g +i01) the total spectral family. Then

V(- +ioy) € Diff " (g (mQTx M), (& (T M @ Tx M))[o5). (3.18)
Its principal symbol is QobLOLLD(VI(. 4 i0y))(0p,m, z, &) = (= dt, + ) @ (—),?? where
o = o +i01.2> Moreover,

N (mVI(- +ioq)) = VI( (3.19a)
Nag (ng (- +ioy)) = VI( (3.19b)
Nt (VI(- +i01)) = V9 (0), o0 = 0o +io1, (3.19¢)

where we use the isomorphism T from (3.17) in the first two lines (to identify the bun-
dles (7T(5TXM)|ZfUO = (7T(5TXM)|nf&O = (W(’;TXM)]qu with ToR; @© *°TX, likewise for their
duals), and the identification (3.15) in the third line.

Analogous statements hold for the spectral family of the exterior derivative d, resp. the
gradient V9 (with d(- +i01) a map from complez-valued functions to sections of o Tx M,

resp. mIx M, over Qq); see (3.20a)—(3.20c) below for the case of d.

Proof. Consider first the exterior derivative du = (0, u)dt« + dxu, where, with R = X X
R denoting the trivial bundle, dx € Diff'(X;R,7*X) is the spatial exterior derivative.
From (2.23)—-(2.24) we then deduce that

d(c) = —iodt, +dy € lefo COLLD (xR, moTx M) + Diff
- lergﬂvﬂvlvlv”(X;K, moTx M),

now with R = Xq x R. This explicit expression implies

1,(1, 0’1’1’1)(X;K, T M)

N, (d(- + i01)) = d(o) (3.20a)
where d is the exterior derivative operator on M = Ry, X X. The principal symbol at
(o9, m,x, &) is . Considering the rescaling md(c) = —imo dt, + mdx, note that ((dxu) =
Z?Zl(@j u)d2’ and md,; = 0;;, and therefore

Ny (md(- +ioy)) = d(0), (3.20b)

2214 is irrelevant here which (rescaled) cotangent bundle £ lies in. For example, if we take £ € QX
of unit size (with respect to any fixed positive definite fiber metric), then & has size (purpntpicpst)” * as an
element of n¢y,(Tx M).

23The term —o dt, only contributes to the principal symbol in the high frequency regime | Re o| = |oo| >
1, where in view of the boundedness of o1 the contribution of —io; dt. is subprincipal and therefore does,
in fact, not contribute to the principal symbol. When relaxing the assumption that Im o be bounded, the
imaginary part of o does matter, however; see §3.9.
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with d the exterior derivative on M = R; x X. When ¢ = &/m, then md(c) = —ig dt, +
mdx; thus,

Nug, (md(- +io1)) = d(5). (3.20c)

f5,
The analogous statements about the gradient V¢ on functions follow from (3.20a)—(3.20¢)
and the description of g~! in Lemma 3.11.
The analysis of the Levi-Civita connection V9™ is similar. In terms of local coordinates
r = (2!, 22, 23) on X and the corresponding coordinates (¢, 2!, 22, %) on M, the Christoffel

symbols Fl);y(gm) satisfy
Fz\u(gm) = %(ggl)/\ﬁ (au(gm)zm + au(gm)/m - 85(9111)#1/) € pz_ficoo((Tq) - pz_flpgflcoo (QiQ)

in view of (2.4) and Lemma 3.11. Now, V9 (u#d,) = (d,u*)dz” ® 0, + u“Fﬁydx” ®
0d). Passing to the spectral family amounts to replacing dy by —io, and we therefore
obtain (3.18) as in the discussion of d above; also (3.19¢) follows directly by taking the
limit as m \, 0 in r > rg > 0.

When analyzing the normal operators of mV9= (o) at zf and nf, one works with the
coordinates (f4,%) = (t,)/m and identifies the vector utd, with w0 (where 9y = 0;.
and 83 = 0,5, j = 1,2, 3); note also that the differential operator ma, for v = 1,2, 3 is equal
to 9y, while the spectral family of mdp = md;, = J; is —imo = —i5. To obtain (3.19a)-
(3.19¢), it then remains to note that for bounded #, Lemma 3.11 implies

. A A /A
r}}{%(mr‘uu(gm)) - Fﬂfx(g) U

Proof of Proposition 3.9. Since O(- +i01) = trg(VI(- +io1) o VI(- + io1)) in the notation
of Lemma 3.11, we only need to appeal to Proposition 3.12 and use the multiplicativity of
the principal symbol and normal operator maps. [l

The plan of the remainder of this section is as follows:

e In §3.4, we work exclusively with the principal (and subprincipal) symbol of O(- +
io1); this is enough to deduce the absence of extremely high energy resonances
(Jo| > m™!), see Remark 3.14. The same methods also prove the invertibility of
the nf _;-normal operator of (J(- +401) at high energies, see Proposition 3.17.

o In §3.5,’We study the inverse of the spectral family of the wave operator on a Kerr
spacetime at small and bounded (real) energies, cf. Proposition 3.9(3). We first
prove uniform bounds on its inverse away from zero energy (Proposition 3.18)—
which suffices to obtain the absence of very high energy resonances (|o| ~ m~1)—
before proving uniform bounds down to zero energy (Lemma 3.19 and Proposi-
tion 3.21).

e Having inverted all normal operators that are related to the singular Kerr limit, we
then turn in §3.6 to the inversion of the spectral family on de Sitter space at high
energies. This then implies the absence of high energy resonances (|o| > hy I>1)
for all sufficiently small m, see Corollary 3.24.

e In §3.8, we finally control the resonances in the compact subset of C, to which they
have been constrained at this point.
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e In §3.9, we explain the modifications necessary to treat the singular limit m 0 not
just in a strip of frequencies o, but in a half space Im o > —(C;. This will complete
the proof of Theorem 3.8 (and thus of Theorem 1.1).

e The minimal modifications necessary to treat the Klein—Gordon equation are dis-
cussed in §3.10.

Throughout, we will use the (m-dependent) spatial volume density |dgx| on Xg, its
restriction |d(gas)|x| to mfq (which is the spatial volume density for the de Sitter metric,
i.e. |dgas| = |dt«||d(gas)|x]), and the spatial volume density

0 < [dgg| = 6%sin 6 |d7 df dg.| € C(Q; Q5 X) (3.21)

of the Kerr metric on M = R; x X, defined via |dg| = |dé.||dg -

3.4. Symbolic analysis. In this section, we exploit the information given by Proposi-
tion 3.9(1). The symbolic estimates for (-4 i) on the Q-characteristic set are microlocal
propagation estimates which are well-established in the literature.?* Concretely, we shall
use radial point estimates over the event and cosmological horizons following [Vas13, §2.4]
as well as at spatial infinity for the Kerr model operators following [Mel94, VZ00], and
estimates at normally hyperbolic trapping [Dyal6]. The Q-algebra is furthermore related
to the semiclassical cone algebra developed in [Hin22b, Hin21b], and we use the radial point
estimates established in [Hin21b, §4.4] at the cone point dX in the high frequency regime
(in the terminology of §1.4). There are further radial sets lying over if Nnf (thus in the very
high frequency regime) where we will prove Q-microlocal estimates by means of standard
positive commutator arguments.

We denote by
Y C QTS’%QX
the characteristic set of (- 4+ i01) (which is independent of o1), i.e. the closure of the zero

set of (pueputpstpie)>G in the notation of Proposition 3.9; more precisely, Y is the union of
the characteristic sets of ((- + io7) lying in

X, X, WX, (3.22)

where @5*X C QT*X denotes the boundary at fiber infinity. In this section, we show:

Proposition 3.13 (Symbolic estimates). Let s,v,l’,b € R, and letr € C°(QT};X). Suppose
that s > % + C1, and that r — 1" > —%, resp. r — ' < —% at the incoming, resp. outgoing
radial set over if Nnf (see (3.29), (3.32a), (3.32c) below). Suppose moreover that r is non-
increasing along the flow of the Hamiltonian vector field Hg of the principal symbol G of
O(- +i01). Then for any s € R, ry € C°(QT};X), and by € R, there exists C > 0 so that
for all op € R, m € (0,myg], and o1 € [—C1,C4], we have

S C(Hng (UO + /L-O-l)uHH5_17(l—2,'y7l/_2,r—1,b) (QQ) + ||UHH60,(I,’Y,Z/JQJJO)(QQ)> .
,o0,m »TQ,m

(3.23)

||u”l_{<3,(<lr})7,;rl.,7r’b)(QQ)

24The positive commutator arguments used for their proofs only make use of the principal symbol, and
hence work in the Q-calculus as well.
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The loss of one order in the Q-differential and if-decay sense (s and r) arises from real
principal type or radial point propagation results, while the loss of two sf-orders (b) arises
at the trapped set.?”

Remark 3.14 (Absence of very high energy resonances). For sufficiently small h = |5]|~' > 0,
the second, error, term on the right in (3.23) is smaller than % times the left hand side. We
conclude that any u € H®(Qy) with Oy, (00 +i01)u = 0 must vanish, provided & := moy is
sufficiently large in absolute value, and m > 0 is sufficiently small.

In the proof of Proposition 3.13, we work our way systematically through the boundary
faces (3.22) (over which the principal symbol is a well-defined function): first we work in
QT*%X and QT X, and then at fiber infinity @S*X C QT*X. Since we work over the domain
Qq where 7 > m (which we will henceforth not state explicitly anymore), the function r is
a defining function of zf Unf. Since in o > 1, the function h = |o|~! is a defining function
of nf U sf Uif, we conclude that

is a defining function of sf U if.
h+r

Furthermore, by the second part of (2.22), smooth fiber-linear coordinates on QT;;TQX are
given in polar coordinates (r,w) on X by writing the canonical 1-form as

h+rdr h+r .

At radial and trapped sets, the subprincipal symbol of O(- + i0;) enters.

Lemma 3.15 (Imaginary part). The operator

1
IO +i01) := o (O +i01) = O +i01)°) € Diff 5> (X) (3.25)

has principal symbol (oo, m; x, &) — 2(Im o) gy |o(—dt., —(Re o) dt. +&) where o = o +ioy.

Proof. Since U, is a symmetric operator on Ry, x y with respect to the volume form
|dgm|, we have O, (0)* = O, (7).

For fixed o1, we have Im (- + i01) € Diﬁ(lé(Q’o’Z’l’l)(X) since the principal symbol of

O(-+1i01) is real-valued; but since the nfs,-normal operators are symmetric (as they involve
only real frequencies), we obtain an order of improvement at nf, leading to (3.25).

Write Im ng (UO + 20'1) = Re 001 80ng (UO + ZT) dr. NOW7
8(;ng (O‘) — ag (eiat* nge—iat*) — eiat* (it*‘:‘gm _ ng it*)e_igt*

is the spectral family —(i[d,,,t«])(0) of —i[(y,,t.], the principal symbol of which at z =
(0,z) € Qy C M and ( = —odt, +& € Ty M (where £ € T X) is —Hg, t« = 0,Gn. Note
then that 9,Gn(z,¢) = 29| (—dts, () (where z = (t.,x) and ( € T M), and therefore the
principal symbol of —(i[0y,., t.])(0) is 29! (—dts, —o dt, +-). This implies the Lemma. [

25Any loss in the sf-order bigger than 1 would be sufficient for the validity of this estimate, but we do
not need a sharp estimate in the sequel.
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Notation 3.16 (Arbitrary orders). In the arguments below, some orders of symbols on
QT* X will be arbitrary by virtue of the symbols being supported away from some boundary
hypersurfaces; in this case, we write ‘x’ instead of specifying (arbitrary) orders at those
boundary hypersurfaces. As an example, the lift of a compactly supported smooth function
in 7 to Xq is an element of $%(0*0+0)(QT* X)) (i.e. with the orders at mf and if arbitrary).
We use the same notation for Q-ps.d.o.s and Sobolev spaces.

3.4.1. Estimates near if. We work at (large) positive frequencies op > 1 and indeed near
sf1 Uif;; the analysis in 09 < —1 is completely analogous. Consider the semiclassical
rescaling h = |o|™!, 2 = ho,

Gh,z(h’uma 15,5) = ’U|72G(U,m,$,§) = Gm|x(_z dt* + h§)7 é € T;m

By Proposition 3.9(1) and the membership (2.23), the symbol G € 52:(2:0.0.0.0) ig o quadratic
form on the fibers of T X which is smooth down to sf; Uif, . Since |Imo| < Cy, we have
|z — 1| < Ch, and therefore we can replace Gy, ,(h, m,z,§) by

Gﬁ(h7 m, 7, 5) = Gﬁ,l(hv m, 7, 5) = Gm‘f(_dt* + hé.) (326)

without changing its principal part, i.e. its equivalence class modulo §1(20.0.=1L=1)(Qp* x),
Let us consider a neighborhood of if . There, we have h < r, and thus h/r is a joint
defining function of if . Usf; replacing hiw by 2 in (3.24), we write Q-covectors as

Rl(Edr4+rn), €cR, neT*S? (3.27)
with &, 7 giving smooth fiber-linear coordinates. In terms of these, we have
Gp = Gu(—dt, + &dr + ).
At m = 0, this is the dual metric function G4g of the de Sitter metric, so from (3.4) we find

1 X)?

P (3.28)

Ghlie, = Gas = (1= 1)&* + |nlj- +2X°(r)§

The structure of the characteristic set of (3.28) (in slightly different coordinates), as well

as the dynamics of the null-bicharacteristic flow, was studied in detail in [Vas13, §4], with

the caveat that now 7 = 0 is resolved, i.e. blown up. (Recall here that if | = [0,00]5 x X

from Proposition 2.15(4).) We begin by noting that the Hamiltonian vector field in the
coordinates (3.27) takes the form

Thial = ((%p) (10 — 77877) - ((rar - Uan)p) O¢ + (Onp)0. — (0up) 0Oy,

as can be seen by changing variables from the standard variables (£y,7n0) (with covectors
written as & dr + o, thus H, = (0¢g,p)0r — (0rp)0ey + (0nop) 0w — (0up)dy,) to (&,m) =
(h&o, hr~1ng). Thus, if %hingdSr = (1 —-=r)E+X(r) = 0on X, then 0 = Ggs =
|7]|;_1—ﬁ forces r < 1 when (&, 7) is finite, and then 3(h ™' Hg o )% = (1—r?)h 1 Hg (& =
2r 11 — r?)(r2€2 + \77\;_1 + ﬁ) > 0. Therefore, the level sets of r in (0,1) are null-
bicharacteristically convex.

At r = 0 on the other hand, where Y°(r) = 0, we have Ggs = &2 + |n|>_; — 1. The

restriction of %rhilHG 4s» as a b-vector field on QT* X, to the characteristic set over r = 0
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is given by &(r0, —n0,) + |7]|;,18§ +n- 0. (at the center of g-normal coordinates w), which

on the characteristic set is radial (i.e. vanishes as a vector field) only at

Rit, + ={r=0, £ ==+1, n=0} Ny, X. (3.29)

if
The linearizations of %rh_lHG 4 at these radial sets are
+(rd, —n0y), (3.30)

and inside the characteristic set over r = 0, the rh™'Hg 4s-flow flows from the source at
& = —1 to the sink at £ = +1. This can be translated into an estimate by means of
a standard symbolic positive commutator argument at radial sets; we sketch this near
& = —1. Thus, using the local defining functions

m h+m h
= htm’ Puf =T, pif = 0 Pst = hrm
we consider a commutant (with constant orders, and recalling Notation 3.16)
—9~ _oy _ _
=Pt ot P o X Dx(Inlg-0)x ()X (/) x(m/r)
e S*,(*,27,2l’—2,2r—1,2b—1) (QT*X)

Pmf

where x € C$°([0,209)) is identically 1 on [0, 4] for some fixed small 6 > 0, and satisfies
X' < 0. The cutoffs localize to a neighborhood (in @T*X) of r = 0, £ = —1, = 0 over
if . Denote by A = A* € \Ila(*’?y’m 72’2“1’21)71)()() a Q-quantization of a (with Schwartz

kernel supported in both factors in # > 1, r < 2), and consider the L2-pairing
2Im(0O(- + io1)u, Au) = (Cu, u), C :=i[0(-+io1), Al + 2(Im (- +i01))A.  (3.31)

Thus, ¢ = Q(C) € §%*21:2'2126) " with the second summand of C contributing an element
of §*(:27,2'=1.2r20) 1y Lemma 3.15, which is thus of lower order at nf. By (3.30), the
rescaled symbol p;?wp;fml pi}2rps}2bc is a positive multiple of —2r + 2" — 1 at the radial set
Rie, —; if r," are such that this is negative, then differentiation of x(|n|?) along 79, gives
a contribution of the same sign (i.e. non-positive, and strictly negative where x’ < 0),
and so does differentiation of x(m/r) along —rd, when § > 0 is sufficiently small, whereas
differentiation of x(r) produces a nonnegative contribution which necessitates an a priori
control assumption on u on suppa N supp Y’ (r). Therefore, in order to propagate Q-
regularity from r > 0 into the radial set, we need?®

r>—12+10 at Ry, . (3.32a)

Under this assumption, we thus obtain a uniform (for o9 € R, m € (0,mg], and o1 €
[—C1,C1]) estimate

[BUll o ety < C(Hng (GoFior)ull s v —2.r-1,0-1) ]| Eull

,00,m Q,o0,m

(ot b) +\|U||H*,<*ml',ro,bo>)

,00,m Q,00,m
(3.32b)
for arbitrary rg < r, by < b, for appropriate operators B, E € \IlOQ microlocalized in a
neighborhood of if ;, where B (quantizing a symbol arising from the elliptic leading order
term of c at Rjr, _) is elliptic at Rijr, — and E (quantizing a symbol arising from the term

*1
Hq

26This threshold condition is completely analogous to [Hin21b, Theorem 4.10], where the notation b, «
is used instead of r,1’.
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from differentiation of x(r) above) can be taken to have operator wave front set contained
inr>0.

Similarly, one can propagate regularity near Ris, ; from the a priori control regions
m/r > 0 and a punctured neighborhood of Rj¢,  inside of 7 = 0 into Ri¢, 4 itself, together
with a uniform estimate that takes the same form, except now F controls u on these changed
a priori control regions; the requirement on the orders is

r<—i1+1 at Ri, 1. (3.32¢)

(Thus, an if-order r satisfying both (3.32a) and (3.32c) must be variable. For real principal
type propagation in between the two radial sets, one moreover needs r to be non-increasing
along the direction of propagation; see e.g. [Vas18, §4.1].) We remark that if we restrict to
bounded subsets of & € [0,00), then the sf-order b becomes irrelevant, and thus the a priori
control term in m/r > 0 (where also the if-order is irrelevant) is bounded by the overall
error term (the last term in (3.32b)). This corresponds to the fact that the Q-calculus is
not symbolic for finite Q-momenta away from if U sf; instead, control at nfz requires the
inversion of a model operator, see §3.5 below.

The (microlocal) propagation estimates near if 4 but over r > 0 are the same as those
proved in [Vasl3, §4], except now the if-order r is variable—which, under the aforemen-
tioned monotonicity assumption on r, does not necessitate any changes in the proofs of the
propagation results. We sketch the computation of the null-bicharacteristic dynamics and of
the positive commutator estimates in order to determine the relevant threshold conditions.
To wit, we shall work near fiber infinity of the conormal bundle of the cosmological horizon
r = 1 of de Sitter space; we work in £ < 0 and with the coordinates po = [£]71, # = &/
near fiber infinity. We may replace Ggg by the simpler expression Gy = (1 —r2)¢2 + |77|;,1,

for which one finds
prerh ™ Hey = ~2(1 = 12)(rd, — #0;) + 200 + 1 1) (pscDpee + 7105).
At the radial set w:=r —1 =0, poo =0, 7 = 0, the linearization of this vector field is
w0y + 2p000po + 2105,

and therefore this radial set is a source for the rescaled Hamiltonian flow. Thus, Hg, is to
leading order at the radial set given by po! h(4wdy +2pscd,.. +279;). Since we are working
near r = 1, we can take as local defining functions

h
pit = h+m, pst = 3

Pmf = T m

m
h b
Consider the commutant
_ 9y _ _ “
a = ot oo X (oo ) x (W)X (3 )x (m)x (R),

with y as before, and let A = A* denote a Q-quantization of a. The rescaled symbol
pggpi}pizf'pgé’QG(C) of the operator C in (3.31) is now a sum of three types of terms: the
first type arises from differentiating the weights of a, giving —2(2s — 1) at the radial set;

the second arises from differentiating the cutoffs in pso, w?, |j|2_,, which give non-positive

terms; and the third arises from the skew-adjoint part and at the radial set contributes
(using Lemma 3.15) twice 201 ggsl(—dt*, —dr), so —407. In order to propagate out of the
radial set, we thus need —2(2s — 1) — 407 < 0, or equivalently

1
S>§—0'1,
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which in view of o7 > —C1 holds provided s > % + C1. Propagation out of the opposite
radial set (at r =1 and £ > 0, €71 =0, § = 0) requires the same threshold condition.

Finally, near » = 2, say in r € [%, 2] for definiteness, we need to use energy estimates in
order to deal with the presence of a Cauchy hypersurface at r = 2; note that dr is past
timelike in this region. We can thus apply the semiclassical energy estimates of [Vasl3,
§3.3], extended to general orders s, r using microlocal propagation results in a manner

completely analogous to [HV15, §2.1.3], in order to estimate u in f5trnnb)

Qoom near r = 2 in
b 9

terms of its norm near r = %

To summarize, we can propagate Q-Sobolev regularity from the radial sets over the
cosmological horizon towards the conic point » = 0 and into Rj, . For finite 7, this
can be propagated further into Ry,  and then outwards into r > 0, at which point we
have microlocal control on the whole Q-phase space over if y N {r < 2}; energy estimates
near r = 2 then give uniform control down to » = 2. In order to complete the proof of
the estimate (3.23) for finite &, it thus remains to control Q-regularity for bounded 7 and
r =~ 1, which is done in §3.4.3.

In the semiclassical regime 6 — oo, we cannot yet propagate into the outgoing radial set
Rit. 4 since this requires control on its unstable manifold also over nf° Nsf—which requires
the analysis of the nf-normal operator, i.e. the spectral family of the Kerr wave operator, at
high energies. This is the subject of §3.4.2 below. We remark that the radial point estimates
at Rir, + are, from the perspective of nf, semiclassical scattering estimates in asymptotically
Euclidean scattering; such estimates were first proved by Vasy—Zworski [VZ00] for high
energy potential scattering on asymptotically Euclidean Riemannian manifolds.

3.4.2. Estimates near sf Nnf. Since the analysis in §3.4.1 covers (an open neighborhood of)
the corner sf Nnf Nif, we may work in a region 7 < 7 for an arbitrary large 7o; moreover,
we work at large |5| = h™!, so local boundary defining functions are

Pnf:m> psf:}vl/:a'

Our local coordinate system B,m,f,w is disjoint from the other boundary hypersurfaces
of Xq. We introduce smooth fiber-linear coordinates on QT*X by writing the canonical
1-form as

htedr +7n),  EeR, neT*s2. (3.33)
In these coordinates, the semiclassically rescaled principal symbol Gy, (see (3.26)) is, using
the notation of Definition 3.3, at m = 0 given by

Gp = G|s(—dts + £dF + 7). (3.34)

Indeed, this is the limit as m \, 0 (for bounded Z) of Gi|ms(—d(mt,) + hh~1(€ AP + 7n)).
But (3.34) is the semiclassical principal symbol of the spectral family EQDQ(B_l); a full
description of its characteristic set and null-bicharacteristic flow in the black hole exterior
7 > 7¢ can be found in [Dyal5, §§3.1-3.2]. We in particular note that the trapped set of Gy,
lies over a fixed compact subset of radii 7 as m \ 0; this follows from [Dyal5]. For us, it is
convenient to use the fact that the trapped set depends smoothly on m down to m = 0.27

27Using this fact runs counter to our insistence that only the Kerr model needs to be analyzed explicitly,
whereas the Kerr—de Sitter wave operators are exclusively treated perturbatively. One may instead use
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This is a consequence of the explicit description in [PV21b, Theorem 3.2], and by using
this fact, one can apply the proof of [Dyal6, Theorem 1] at once for the smooth family of
trapped sets of gm. (For a direct positive commutator proof of these trapping estimates,
albeit not in a semiclassical setting, see [Hin21a, §3].) Near the event horizon 7 = 7 on the
other hand, we can follow [Vasl13, §§4.6 and 6.4], which applies in the present subextremal
Kerr context (see also [Hin22a, Lemma 4.3] and [HHV21, Theorem 4.3]).

Since the spectral parameter & is real—thus [y () is formally symmetric—the threshold
regularity at the radial set at fiber infinity of the conormal bundle of the event horizon
7 = r° is equal to % For the same reason, the skew-adjoint part of (J;(&) at the trapped
set has vanishing principal symbol, and hence the estimates of [Dyal6] apply. (See [HV16,

Theorem 4.7] for an explicit statement.)

Combining the trapping, radial point, microlocal propagation, elliptic regularity, and
wave propagation (in 7# < 7¢) results proves Proposition 3.13 at extremely high frequencies.
We also record the following consequence of these estimates together with the radial point
estimates proved in the previous section (cf. Proposition 2.33(4)):

Proposition 3.17 (Estimates for the Kerr spectral family at high energies). There exists
ho > 0 so that the following holds. Let r € COO(SCT(;XX) s a variable order function so

that r > —%, resp. r < —% at the semiclassical incoming, resp. outgoing radial set over 8X,
and so that r is monotone along the Hamilton flow inside the characteristic set.”® Suppose

s> % Then there exists C > 0 so that
HUHH:!B(Q) S ChiQHhzmg(ihil)uHHsf},Hﬂ(Q

sc,h

In our application to the uniform analysis of O(- + io1), we shall apply Proposition 3.17
with r — I’ in place of r (in particular, the threshold conditions here match those of Propo-
sition 3.13).

3.4.3. Non-semiclassical estimates near the horizons. Note that the only parts of the char-
acteristic set 3 not covered by the previous arguments are the conormal bundles over the
cosmological horizon near mf and the event horizon near zf, as well as their flowouts. The
radial point estimates at the conormal bundles were however already discussed in the (more
delicate) semiclassical setting in the previous two sections, as were the propagation esti-
mates (including energy estimates to deal with the Cauchy hypersurfaces at 7 = 1 and
r = 2). This completes the proof of Proposition 3.13.

that the trapping on subextremal Kerr spacetimes is k-normally hyperbolic (for any fixed k), as proved in
[WZ11b] and [Dyalb, §3.2], together with the structural stability of such trapping [HPS77], and note that
the microlocal estimates [Dyal6] at the trapped set only require some large but finite amount of regularity
of the defining functions for the stable and unstable manifolds; see [Dyal6, Remark after Theorem 2].
Using the structural stability, the symbols of the semiclassical ps.d.o.s involved in the proofs of these
estimates typically only depend continuously on the parameter m, which is inconsequential for the standard
semiclassical calculus (with continuous dependence on m € [0,mp]). The resulting uniform semiclassical
estimates are then equivalent to estimates on Q-Sobolev spaces in the extremely high frequency regime
under consideration here.

28At positive frequencies, these radial sets are given by Rir, - and R, + under the isomorphism of
Corollary 2.21. In general, in the coordinates (3.33), the incoming, resp. outgoing radial set is located at
(€,m) = (—1,0), resp. (&,n) = (1,0), over X, see e.g. [Vasl8, §4.8] or [Mel94] for the non-semiclassical
setting, further [VZ00] for a global semiclassical commutator estimate, and [Vas21la, §5] for a refined semi-
classical estimate.
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3.5. Estimates for the nf-normal operator. We now turn to estimates for the various
normal operators of [J(-+i01 ) which were computed in Proposition 3.9(2)—(4). The symbolic
estimates proved in §3.4 restrict to symbolic estimates for all model operators, in the sense
that e.g. for positive commutator arguments the same commutants can be used (with fewer
localizers, corresponding to working on a boundary hypersurface of Xq); on the level of
function spaces, this relies on Proposition 2.33.

Proposition 3.18 (Uniform bounds on Kerr at bounded nonzero energies). Let ¢ € (0,1),
s> %, and let r be as in Proposition 3.17.2° Then there exists C > 0 so that for all & € R
with |5] € [e,c 1],

lull gy < CNE (@)l o1y (3.35)

Proof. The same symbolic arguments as in the previous section give the estimate
lull gz @y < CUI0G(3)ull oy + lull gn-n g )- (3.36)

for any N, which we take to satisfy —N < min(s,r); thus, the embedding ﬁﬁér(fl) —
AN N(Q) is compact. The estimate (3.35) (for a different constant C) then follows
provided we show that any u € Hg'(Q) with 0;(5)u = 0 necessarily vanishes. We reduce
this to the mode stability result of Whiting and Shlapentokh-Rothman [Whi89, SR15] which

we recalled in Theorem 1.7.

Radial point estimates at the conormal bundle of the event horizon, followed by prop-
agation of regularity from there, imply that u is smooth; at spatial infinity, u has infinite
scattering regularity since (g(&) is elliptic at high scattering frequencies. At the incoming
radial set, u has arbitrary scattering decay, and by propagating this to a punctured neigh-
borhood of the outgoing radial set, we conclude that u > He ’rl(Q) where r’ is arbitrary
except r' < —% at the outgoing radial set. This can be further improved by means of module
regularity at the outgoing radial set, i.e. stable regularity under application of 7(0; — i7)
and spherical vector fields; this goes back to [Mel94, §12] and [HMVO08], and is discussed
in detail in the present setting in [GRHSZ20, §2.4] (see also [BVW15, Proposition 4.4] and
[HV13]). We thus conclude that e~y € ﬁﬁo’lo(ﬂ) is conormal at 7 = co where Iy < —3.
Taking into account the modified asymptotics of outgoing spherical waves caused by the
black hole mass (here 1), we consider

ug (7,0, ¢s) = e TTFTH0u(7, 0, ¢,).

Thus, g is conormal at p = #~! = 0, but we need more precise information. To this end,
we observe that the equation satisfied by ug in the coordinates (p,w) € [0,1) x S? takes the
form

(2i6p(p0s — 1) + p*L)ug = 0,
where L € Diff3([0,1), x S?), see [Hin22a, Definition 2.1, Lemma 2.7, and §4]. Rewriting
this as (90, — 1)ug = pL'ug for a new operator L' € Diffz, the conormality of ug at p = 0
can be upgraded by an iterative procedure, based on the inversion of pd; — 1, to the fact
that ug € pC>([0,1); x S?). We can now apply Theorem 1.7 (for real nonzero spectral

29For bounded nonzero &, one can drop the rescaling of £ and 7 in (3.33), thus writing covectors simply
as £ d7 + 7n; the outgoing radial set is then given by (£,n) = (6,0) over # = oo, and the incoming radial set
by (5777) = (_67 0)
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parameters, for which we already proved it in §1.2) to conclude that uy = 0 (and thus
u=0)in 7 > 7°.

This then implies the vanishing of u in 7 < #¢ as well: this can be shown by considering
the projections of u to its separated parts e”%+S(0) R(+) and noting (by inspection of the
dual metric (3.6b)) that R then satisfies an ODE which upon multiplication by fi(7) has a
regular-singular point at # = 7¢; hence the infinite order vanishing of R at 7¢ implies R = 0
also in 7 < 7¢. The proof is complete. O

Uniform estimates near zero energy require, first of all, an estimate for the zero energy
operator:

Lemma 3.19 (Zero energy operator on Kerr). Let s > 1 and v € (—3,—3). Then
”“HHSW(Q) < C||DQ(O)UHPI§*M+2(Q). (3.37)

Recall from Proposition 3.9(2) that the zf-normal operator of (- + i07) is independent
of 01 € [-C1,C1] and 0¢ € R, and equal to the Kerr zero energy operator [J;(0); thus,
Lemma 3.19 proves the invertibility of N,¢(O(- + ioq)).

Proof of Lemma 3.19. Combining the symbolic estimates proved in §3.4—or rather their
restrictions to zf N nf, cf. Proposition 2.33—with elliptic b-theory near p = #~1 = 0, we
obtain the estimate

HUHH]?“/(Q) < C(HDQ(O)U”HS*MH(Q) + HUHgb*NﬁN(Q))-

(The b-analysis at p = 0 uses that [J4(0) is, to leading order as a b-operator, the Euclidean
Laplacian p?((pD;)? + ipDp + Ay). Upon separation into spherical harmonics, this is a
rescaling of the regular-singular ODE (p9d;)?* — pd; — £(¢ + 1), with ¢ € Ny labeling the
degree of the spherical harmonic; the indicial solutions are p*1 and p~¢, and the choice of
weight v ensures that the weighted L2-space ﬁg"y(Q) contains, for all £, the solution p‘+!
but not p~. See also [GHO8, Theorem 2.1].) Since the inclusion H;"7(Q) « IrIgN’_N(Q) is
compact, it remains to prove the triviality of ker [J;(0). This can be checked using explicit
computations with special functions (as remarked in [PT73, Teu72]), but we give a softer
proof here, following [HV17a).

In view of (3.6b) and (3.21), the operator [0;(0) is explicitly given by

. R 1 — x¢(7)? o/ e/ n
F05(0) = Dif(r)Ds + By = -2 @D, P (D + D ()aD
= Diji(#)Ds + Ay — @ e
R IO
where in the second line we passed to ¢ = ¢, + ®(7) with ®'(7) = —azzg); note that
O(r) = —% log(7 — 7) + ®(7), = /(F%) =7 —7° = 2¢/1 — a2, (3.38)

with ® smooth down to # = #¢. We may also arrange that ®(#) = 0 for large 7.

Let now u € ker J;(0). First of all, we have u € H*7(Q): conormality at, and smooth-
ness near spatial infinity follows from the ellipticity (for large 7) of [0;(0) as a weighted
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b-differential operator, whereas smoothness near the ergoregion and in the black hole in-
terior follows by combining radial point estimates at the event horizon and propagation

estimates in the ergoregion and in the black hole interior 7 < #¢. Sobolev embedding for
oo,’y+%

w e HY"TH(Q, |9 dg)) implies that |Dlu| = O(F 73 79) = o(#77) for any j € Ny as
7 — 0.

~Projecting u(r, 0, ¢4) in the angular variables to a fixed spherical harmonic Yy, (0, ¢«) =
€™M Sy (), where ¢ € Ny and m € Z N [/, {], produces a separated solution

U (F) Yo (0, ¢.) = 0(F) Yo (0, 0),  v(#) = e ™D (7), (3.39)

where v, € C*([1,00);) satisfies |vi| = o(1) as # — oo, and v (which equals v, for large )

satisfies

a’m?

(Dme - e 1))1} —0. (3.40)

This is a regular-singular ODE at # = oo, with indicial solutions 7 (Which does not decay
as 7 — 00) and 771, and therefore we have [v| = O(77*~1) and thus [Dlv| = O(F~¢~17)
for all j € Np.

We first study the case ma =0, i.e. a =0 or m = 0. Then v is smooth on [, c0); upon
multiplying (3.40) by v and integrating over 7 € (7¢, 00), we may integrate by parts in view
of [v] = O(F™1) and |v/| = O(772) as # — oo. For £ = 0, we obtain v/ = 0, hence v is
constant and therefore must vanish since v is required to decay at infinity; for £ > 1, we
obtain v = 0 directly.

When m,a # 0, the rescaling of (3.40) by i is of regular-singular type at g = 0, and
by (3.38) and (3.39), we have v(#) = (# — #¢)"%/By(+) where w(#) is smooth down to
7 = 7°. The Wronskian

W := Im(v(7)uDs0(7))

is constant, but decays to zero as 7 — oo, and hence W = 0. On the other hand, by
evaluating its limit as 7 \, 7#¢, one finds W = mad|w(7)|?; thus, w(#¢) = 0, and since
the other indicial root of (3.40) is —ima/B ¢ ima/B — Ny, we conclude that w vanishes
identically, and therefore so does v, in 7 > 7°.

Having shown that v, = 0 on [¢, 00), we obtain v, = 0 also on [1, 7] since v, (7) vanishes

to infinite order at # = 7° and satisfies 0 = 16°04(0)(v4Yzm), which is a regular-singular
ODE at 7 = 7°. O

Next, the transition between zero and nonzero frequencies is governed by a model op-
erator on an exact cone; for purely imaginary spectral parameters, this was introduced in
[GHO8], while in the present context of real spectral parameters, this model operator was
introduced in [GHS13, §5]; see also [Vas2lc, Definition 2.4, §5]. In the following result, we
work on the transition face tf C Xy.p, which (recalling the coordinates (2.2) and (2.18)) is

tf = [0,00]7 x S, 7= |5|F
by Proposition 2.15(3). Concretely, the tf-normal operator of 5—20;(5) is

N
Ohe(1) = Neg(Og(-)) =A+1, A=D2— ?ZD,: + 720y, (3.41)
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see [Vas21b, §§4.1 and 6].° On tf, we work with the volume density 7#%|d7 dg|, and with
Sobolev spaces

HS,r,l (tf)

sc,b
which are scattering Sobolev spaces near p = 0 (with variable decay order r) and b-Sobolev
spaces near 7 = 0 (with decay order [ there). Note that

-2
) DiffZ  (¢f)

O (1) € Diff2%2(tf) = (

sc,b

is an unweighted scattering operator near p = 0, and a weighted b-operator near 7 = 0.
The b-normal operator of #2i¢(1) at # = 0 is (7D5)? — 7 D5 + Ay, with indicial solutions

#=1Yy,, and #¢Yy,,; the range (%,%) of weights in Lemma 3.20 disallows the former,

more singular, solution. The outgoing and incoming radial sets are as usual the graphs at

p=7"1=0 of di and —dr, respectively.

1 3
272
re Coo(scvng,l(O)tf) 1 a variable order function which is monotone along the flow of the

Hamiltonian vector field of the principal symbol of Tie(1), and which satisfies r > —%, resp.

r < —% at the incoming, resp. outgoing radial set. Then there exists a constant C > 0 so
that

Lemma 3.20 (Estimates for the tf-normal operator). Let s € R, | € (5,35), and suppose

||UHH:C’r1’)l(tf) S CHth(1)ZLHH:C—§,r+1,l—2(tf). (3.42)

Proof. Radial point estimates at the scattering end p = 0, and elliptic b-estimates at the

small end 7 = 0 of the cone tf give the estimate (3.42) except for the presence of an addi-

tional, relatively compact, error term CH'LLHH—N,—N,—N(tf) on the right. The estimate (3.42)
sc,b

thus follows from the nonexistence of outgoing elements in the kernel of [i(1), which
is standard; it can be proved upon separation into spherical harmonics using Wronskian
arguments, or by inspection of the asymptotic behavior of the explicit (Bessel function)
solutions as done in [GHO08, §§3.4-3.5] or [Hin21b, Lemma 5.10]. O

Lemmas 3.19 and 3.20 provide the normal operator estimates for the uniform low en-
ergy analysis of [;(-) € Diffgc’?f’o(fl) C \Ilz(’f{f’o(fl) on the sc-b-transition-Sobolev spaces

Hs’w’l/(Q) introduced in §A.4, with v and I’ the weights at tf and zf, respectively, and

sc-b,6
r € C®(s-PT*,X) denoting a variable scattering decay order function. Near scf C Xy.p, a
defining function of scf is 5 = 7!, and thus we can write sc-b-covectors (cf. (A.4)) as

dp . - A
—§F§+%:§dr+rn:]a|(§dr+rn)

where n € T*S?. For 6 > 0, the outgoing (incoming) radial set is then given by ¢ = 1
(£ =-1),n=0, p=0, and the signs are reversed when & < 0.

Proposition 3.21 (Uniform bounds on Kerr near zero energy). Let s > %, l,v€R, and
suppose y—1 € (—%, —%) Suppose r is a variable order function that is monotone along the
Hamiltonian flow of the principal symbol of Oi(1), and which satisfies r > %, resp. r < —%

30This is the conjugation of the model operator in [Hin22a, Definition 2.20] by e". We remark that
in [Hin22a], which is based on [Vas2lc], the analytic setup focuses on precise second microlocal/module
regularity at the outgoing radial set, whereas in the present paper variable order estimates are sufficient.
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at the incoming, resp. outgoing radial set. Then there exists C' > 0 so that, for ¢ € £[0,1],
we have

HUHHSSC’[Q’;}Z(Q) < C[|0, (&)uHHSSC_.&’EH’”’”’Z(Q)‘ (3.43)

These estimates are closely related to those proved by Vasy in [Vas2lc|; but whereas
Vasy uses a second microlocal algebra which allows for precise module regularity control
at the outgoing radial set (roughly speaking allowing the order r to be constant—and thus
high—except for a jump right at the outgoing radial set), we prove a less precise estimate on
variable order spaces here. Thus, using the simpler sc-b-ps.d.o. algebra already introduced
by Guillarmou-Hassell [GHO8|, we are still able to prove uniform low energy resolvent
estimates.

Proof of Proposition 3.21. Via multiplication by |5|', one may reduce to the case that [ = 0.
When |5| is bounded away from 0, the estimate (3.43) is the content of Proposition 3.18.
Symbolic estimates (which at the incoming radial set only require r > —%) give

HUHHsr"/O(Q) < C(HD ( )UHHS 1r+1 'y+20( + ”uHHso ro'yO(Q))

for any sg < s and ry < r; we shall take sg € (5,3), and choose ryp < r — 1 with rg >
at the incoming radial set and monotone along the Hamiltonian flow. Let x = x(6/p)
X(7) € C°([0,1)) denote a cutoff, identically 1 near 0, to a neighborhood of zf. Then by
writing u = x(p)u + (1 — x(p))u, with the second summand supported away from zf, we
have

_1
2

2000y < XUl ooy + Cllul gz g
for any fixed N; we take N = 1. Moreover, uniformly for ¢ € [0, 1],
Ix(p )UHHSO 'o 70( < Clx(p )UHHSO Q)

(In fact, the norms on both sides, in the presence of the cutoff x(p), are uniformly equivalent,
see (A.6a).) Using Lemma 3.19,

lIx(p )UHHSO @y S C(lIx(p)04(0 )uHHso k2 gy 1[05(0), X(ﬁ)]uuggo—l,wz(m)
< C(IIx(p)85(0 )UHgso*{v*’W?vO(Q 155 0), x(P)ull o 1.0vv20 )
SC(HD ( )UHHSD 1*’y+20( +”UHH50*7 1(9))7
where the ‘x” indicates that the order is arbitrary; we use here that x(p)(0ds(5) — 05(0)) €

g
Diff %> H(Q) and [04(0), x(p)] € Diff %7 ().

We have now obtained the improved estimate
lull 200y < C(I05(@)ull gop vz + lll oo qy)-

The next step is to strengthen this f}lrther by weakening the weight of the error term at tf.
To this end, we fix a cutoff ) € C*°(X.p) which is supported in a small collar neighborhood
of tf C Xs.p and identically 1 near tf; then for any 6 € (0,1] and N € R, we have

Felazogors@) = I0elaonos@ + Clelang v
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We can estimate the first term, using (A.6b) and Lemma 3.20, via pullback along the
coordinate change ¢: (&, p,w) — (3,5p,w) € [0,1] x [0,1), x S, similarly to above by

~ 1543
617 2116° (W)l oo+ g

sc,b

~ 3 * * * *
< 01617 (10" ()T (1) (6"0) g 201572 gy + D1, 6 (916Ul g5
< c(||¢mf,(a)uy| ooz gy F [l gropogioia (Q)), (3.44)

where we fix § > 0 so small that —y + 6 € (3,3). Here, we used that ¢(0y(5) —
b4 (5%04(1))) € Diﬂ'z(’:[_)k’;g’o(fl) (which is the statement that 52 (1) is the tf-normal op-
erator of 0y (5)).

Altogether, increasing the tf-order of the final term in (3.44) to v — ¢ (thus making this
term larger) for convenience, we have shown

||u”g§;a:}0(§2) S C(HDg(&)u”Ijlsscjbl’,;-'rl,’y-‘-lo(ﬂ) + ||u||H:£g?;—1,’Y—5,5(Q))
~ ~ 19
< C'HDg(U)U”Hscféyl,wzo(g) +Clo| ”“HH;CO_E?QLV’O(Q)‘

Since sg < s and rg+ 1 < r, the second term, for sufficiently small ||, can be absorbed into
the left hand side. The proof is complete. O

3.6. Estimates for the mf. ;-normal operator. Having proved estimates for all normal
operators related to the Kerr model, we now turn to the de Sitter model at mf and prove
high energy estimates. Since the de Sitter model involves, analytically and geometrically,
a cone point due to the blow-up of the spatial manifold X at 0 € X, these estimates do
not follow from [Vas13, §4]. Rather, they involve propagation estimates on semiclassical
cone spaces; indeed one can quote [Hin21b, Theorem 4.10]. The details are as follows.
By Proposition 3.9(4), the mf-normal operator of [I(- + io7) is the operator family oy —
Ogas (00 + 4071). In the high energy regime h = |oo| ™! < 1, L0 > 0, we rescale this to

b W20, (£ +ioy). (3.45)

Near the lift sf of h = 0 to Xo; C mf, we have coordinates h = h/r, r, and w € S%, and
Q-covectors can be written as h= (¢ dr+mn), £ € R, n € T*S?, asin (3.27). In view of (3.4),
the semiclassical cone principal symbol of (3.45) is then

1
1—r2
The outgoing and incoming radial sets were computed already in §3.4.1, see (3.29). (Indeed,
in view of Corollary 2.21, we have QT panify X = ChTS*fX .) Furthermore, the tf-model

operator of (3.45) only depends on the metric gqg at the point 0 where it is the Minkowski
metric on Ry, x X, and therefore the model operator is
r

2 9 -
?Df—i_r Ag+1, T:E
This is of course the same operator as in (3.41), since it is the restriction of h2J(- +io1) to

the boundary face mf Nnf (see also Figure 2.3). Notice how what here is a model problem
at high energy right at the conic singularity of the spatial de Sitter manifold blown up at 0

(1~ + [l -

Oy(1) = DZ —
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is the same as a model problem at low energy at spatial infinity of the asymptotically flat
spatial Kerr manifold.

Proposition 3.22 (High energy estimates on de Sitter space). There exists hg > 0 so that

the following holds. Let s > 3+ +Cy, 1 € (3,3), I’ € R and r € C®(T}X), and assume
that r is monotone along the Hamiltonian flow of the semiclassical cone principal symbol
of Ogus (00 +i01) (with h = +o5" > 0 the semiclassical parameter), and so that r —1' > 1,

resp. r—1' < —% at the incoming, resp. outgoing radial set. Then there exists C' > 0 so that

[Jul] < CHhZDyds(ihil + io’l)u”HS;Ll,lle’,hLl 8 0 < h < hy.

2t (©)

(Recall here the notation Q from (3.12b).)

Proof. Via multiplication by hY, we can reduce to the case I’ = 0. Using the assumptions
on s and r, symbolic estimates (which control elements of semiclassical cone Sobolev spaces
in the sense of regularity s and semiclassical order r) give

2 -1, .

HUHHE:}ZL,O,Y(Q) < C(Hh Ugas (£h™ + Zgl)uHHf;Ll’l_z’O’rH(Q) + ”U“H;}ILV,Z,O,rO (Q)) (3.46)
for any fixed N and rg < r, which we fix subject to rg < r—1, and ry > —% at the incoming
radial set. The error term can then be estimated in terms of the tf-normal operator Oy (1)
by using Lemma 3.20 in a manner completely analogous to the proof of Proposition 3.21;

this is where the assumption [ € (%, %) is used. Thus, the last, error, term in (3.46) can be
replaced by ||ul| 5-vi-1r+1 6. < ChP|[u|| 5-N10r o if We choose § > 0 small enough so that
Hc,h (Q) Hcyh (Q)

ro+1+6 < rstill.>® For small h > 0, this error term can then be absorbed into the left
hand side of (3.46), finishing the proof. O

3.7. Absence of high energy resonances. By combining the estimates proved in §§3.4—
3.6, we can now show:

Proposition 3.23 (Uniform estimates at high energies). Let s,7,l';b € R, and let r €
C®(QT;;X) be a variable order. Suppose that s > %4— Ci, v—1¢€ (—%,—%), and that
r—1 > %, resp. r—1' < —% at the incoming, resp. outgoing radial set over if Nnf. Suppose
moreover that r is non-increasing along the Hamiltonian flow of the principal symbol of
O(-41i01). Let hg > 0 be as in Proposition 3.22 (i.e. sufficiently small). Then for any fixed
so < 8, lo<l,v <7, I <lU,rg<r, by <b, there exists a constant C > 0 so that for
loo| > hot, we have the uniform (for |oo| > hy', o1 € [=C1,C1], m € (0,mg]) estimate

||u||Ha(§o’y,;l,/’r’b)(QQ) < C(”ng (0-0 + iO'l)u||Hé:jl(;flln—lml’—lr—l,b)(QQ) + HuHH(SQ?;T(S%WOJE)JO&O)(QQ))
(3.47)

In the remaining bounded frequency range |og| < hal, we have a uniform (for oy €
[~hgt, ho'l, 01 € [=C1,C1], m € (0,mg]) estimate

HUHH;’SV’Y)(Qq) < C(Hng (o0 + ial)“”gg;lx(l*?w)(gq) + Hu||gg%(10ﬂ)(gq))‘ (3.48)

1

31The assumption r — I > 1 can be weakened to r — I’ > —1,

Theorem 4.10], but we do not need this precision here.

see the end of the proof of [Hin21b,
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Proof. This follows analogously to the proof of Proposition 3.21 from successive improve-
ments of the error term of the symbolic estimate of Proposition 3.13 by means of the normal
operator estimates proved in §§3.5-3.6; the function spaces are related via Proposition 2.33.

Thus, we fix s9 < s —1, rg < r—1, and by < b — 2 subject to the conditions that
so > 5+Ch, and ro—I' > —3 at the incoming radial set, and start with the estimate (3.23).
We weaken the error term in (3.23) at zf: let x be a cutoff to a neighborhood of zf as in
Proposition 2.33(1), then Lemma 3.19 implies (omitting the coordinate change ¢,¢ from the
notation)

”XUHHEQ(?;(;’,:;Z/,*’*)(QQ)

1_y_3_
§C<O—>l lmg lHXuHI:IEOv’Y*l(Q)
< C(a)(l/’m’(l’z)m%’(l’m

x (Ixem ™0 (0)ull goo-1-102 9 + Im~[F5(0), Ml oo-10-1+2 )

O
< C(Ix D00 + i )ul g)aolng 22 gy Il g -t ),

where we used v — [ € (—%, —5) in the application of Lemma 3.19, and the fact that

X(Ogn (o0+ior)—m—204(0)) € Dlﬂ%(1 0.22) (from Proposition 3.9(2)); also m2[0;(0), x] €

Diﬁg(—m,0,2,*,*) is a fortiori of this class. Since on the other hand for Q-Sobolev norms of

(1—x)u (which is supported away from zf) the weight at zf is arbitrary, we can now improve
the symbolic estimate (3.23) (as far as the zf-weight is concerned) to

HUHH(SQ((erW v, < C(Hng (UO +i0q uH gs—1,(1=2,7,1/ —2,r—1, b)(QQ) + Hu”l_{gfjol,’:5’7’ll’r0’b0>(ﬂq)>

b
" (Qq) HY oot

for any 0 € (0,1]. For any fixed compact interval of op, this implies the uniform esti-
mate (3.48). (The weight [ — 0 can be reduced to any lp using an interpolation argument.)
Note also that we can apply Proposition 3.13 to the error term here and thereby reduce its
differential order back to sg.

We work on the resulting error term ||u|| . g0 further by inverting the nf-
Hoo

,10+b0)
(Qq)
normal operator, which is m™20;(m-) by Proposmon 3.9(3). Thus, reusing the symbol x
to now denote a cutoff to a collar neighborhood of nf which is identically 1 near nf, we use
Proposition 2.33(3) and Proposition 3.21 to estimate, for 6o = mog with &9 € +[0, 1],

qu” goa(énfwl 0> *)(Q )

<mi "yl AP0
a

Vy—=U1—6-1" &
c-b,50 (

Q)

< Cma= (" (||xm‘QDg(60)UIIﬁ;gg,z’;()‘““’”“’”’“5—”@)

21 (=
+ [fm™=[0g(50), X]UHHSSC()ggéofl’+1,’yfl’+2,l767l’(Q))

(HXD +ZUl)UH 5°aoln(f 2-63 =200=14) () ) + Hu”Héojolﬁ st/ =8 10.%) () Q))'
Here, we fix § > 0 sufficiently small so that v — (I — ) € (—3,—24); and &' € (0,1] can be
chosen arbitrarily. A completely analogous argument, now using Proposition 2.33(4) and



66 PETER HINTZ

Propositions 3.17 and 3.18, gives the high energy estimate (for o € £[1, >0])

||XU|| ’(307(1*57’771,7"0*1’0)( Q)

<C(HXng(UO+ZUl)UH A 01“(‘l 2=t/ =20 ~1,00) () )—i- HUHHéO;rOln(f Syl —5! ro+1,b0+2)(QQ)).

(The semiclassical order by + 2 of the error term arises from the fact that (- +ioq) differs,

2,(+%1,2,2) .) On the other

hand, (1 — x)u is supported away from nf, and hence for its Q- Sobolev norms the order at
nf is arbitrary. We have thus established the uniform estimate

near sf, from its nf-normal operator by an operator of class Diff

HUHH(SQ,(Z,'y:",r,b)(QQ) < C(Hng@'O‘i‘ZUl)uH Fs—1,(1=2,7,1/ —2,r— 1b)( +||UH 50, (=87, =8"ro, bo)(QQ))7
300

Q,o0,m ,00,Mm
(3.49)
where we used the symbolic estimate (3.23) again to reduce the differential and semiclassical
order to sp and by (using by + 2 < b).

Finally, for |og|~! < hg, we can apply Proposition 3.22 to the localization of the error
term in (3.49) to a collar neighborhood of mf and to these high frequencies; using Propo-
sition 2.33(2) to pass between Q- and semiclabsical cone Sobolev spaces, and using that

l—6—7v€(3,2)and (o —7) — (I' = &) > —1, resp. < —3 at the incoming, resp. out-
going radial set when 4,8’ > 0 are sufﬁciently small, an application of Proposition 3.22
improves (3.49) to the desired estimate (3.47). O

Corollary 3.24 (Absence of high energy resonances). There exists my > 0 so that for all
m € (0,m1], o9 € R with |oo| > hy*, and o1 € [~Cy, C1], we have o +ioy ¢ QNM(m).

Proof. For |og| > hy ! the final, error, term in the estimate (3.47) is small compared to the
left hand side, since

5
HuHHS() (l0,70,1¢ "0, bo)( Qq) =m HUH =50,(l0+8,70+8,1(+8,r0+3,b0)

0 )
Q.og.m Hq og,m (©q)

and lo+0 <l, v+ <~ Il+d <, ro+d<r,and by < b for sufficiently small § > 0.
Thus, when m; > 0 is sufficiently small, then for m € (0, m;], the estimate (3.47) implies
Hu||f{(3’,(i’0’f}é/’r’b)(QQ) < CHng (UO + Zal)UH (3010(5n 2,71/ —2,r—1, b)( Q)

This implies the claim. O

3.8. Uniform control of bounded frequencies. Having proved that all resonances o €
QNM(m) with o3 = Im o € [~C1, Cy] satisfy | Reog| < Cp for Cy = hy*, we may now work
with the holomorphic family

= [—Co, C()] + i[—Cl, Cl] S0 — ((O,mo] omi— ng (U)) S Diffz’Q’o(Wq)

of g-differential operators. For this family, we have the uniform estimate (3.48); for its
mf -normal operator (g, (0), we moreover have uniform estimates

ol 1y < € (10005 (@)l 12 gy + 1l ot ) (3.50)
for any fixed sg < s, lyp < [ when s > §+Cl, l e (%,%
requirement s > % + (1 from the relationship between - and b-Sobolev spaces, see Pro-
position 2.13(2); or it follows directly by combining elliptic b-theory in r < 1, and radial
point and propagation estimates in r > 1.)

). (This follows under the stronger
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For the following result, we recall that B X — X is the blow-down map (used before in
Lemma 3.10), and we recall Qqg := B(0,2) C X from Definition 3.4.

Lemma 3.25 (Properties of the spectral family on de Sitter space). Let s > % + C1 and
le (%, %) Then for all ¢ € B, the operator’?
Ogus (0): {u € HPNQ): Ogos (0)u € BV 2(Q)} — H7V2(Q) (3.51)

gdS(

is Fredholm and has index 0. Moreover, if u lies in its kernel, then u = B*v where v €

C%(Quas).

Proof. We complement (3.50) by an analogous estimate for the adjoint operator on the dual
function spaces,

||UHH s+1, z+2( ) =< C(Hngs(U)*UHH s, l( )‘|‘HU” 51 ll(Q))

for any s; < —s+1, Iy < =l + 2. This is proved as in [Vasl3, §4] (see also [Zwo16]) using
radial point and propagation estimates which propagate in the opposite direction compared
to the proof of (3.50), with the caveat that at the conic singularity » = 0, one uses elliptic
b-theory and —I + 2 € (3, 3). Together with (3.50), this implies that (3.51) is Fredholm.

The high energy estimates of Proposition 3.22 imply that (3.51) is injective when | Re o
is sufficiently large. One can similarly prove adjoint versions of the high energy estimates

*

of Proposition 3.22, which imply the triviality of the kernel of the adjoint g, (0)* on

Hg s+l =42 (6) Thus, the operator (3.51) is invertible for large | Re o], and therefore Fred-
holm of index 0 for all & € B since the Fredholm index is constant.

If u € kerOg (o), then u € flgo I(Q) by elliptic regularity and radial point and propa-
gation estimates. But interpolating between the maps HS(Q) < L?(Q4g) and Hl’l(Q) —
H'(Qq4g) implies that v = $*v where v € H'(Q45) NC>®(Qqs \ {0}). Therefore ngs( v, as
an extendible distribution on Q4g, has support in {0} but Sobolev regularity > [ — 2 (since
Ogus (o) € Diff?(Qqg)). Since I —2 > —2, we must have O, (0)v = 0, and therefore v is
smooth near 0 by elliptic regularity. (One can also prove this directly by expanding u near
r = 0 into spherical harmonics and solving the resulting family of regular-singular ODEs
at r =0.) O

Similarly, we can complement (3.48) by a uniform adjoint estimate

lll 1.2 ey < C(I18m (00 + i01) ull ot gy + Il g0, oy

for s < —s+1, lg < =l + 2. For any m > 0, the two estimates together imply that
Oy (0): Hey i={u € H*(Qm): Ogn (0)u € A (Qm) } — H 1 (Um) (3.52)

is Fredholm; and it is invertible for ¢ = o¢ + 01, 01 € [—C’l, (4], provided | Reoy| is suf-
ficiently large, as follows from the absence of a kernel in this semiclassical regime (proved
in Corollary 3.24) and of a cokernel (proved by means of an adjoint version of the esti-
mate (3.47)). Thus, the map (3.52) has Fredholm index 0 and a meromorphic inverse.

The following two complementary results describe KdS QNMs for small masses as per-
turbations of dS QNMs.

32Note that Ogys (0) — Ogys (0) € T_QDiﬁ%,(ﬁ), and therefore the domain in (3.51) can be defined equiv-
alently using Oy, (o) in place of Oy 4 (0).
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Proposition 3.26 (Absence of QNMs away from de Sitter QNMs). Suppose 0. € B is
such that C*(Qqs) Nker Oy (04) is trivial. Then there exists € > 0 so that for allm € (0, €]
and o € R with |0 — 0, < €, we have o ¢ QNM(m).

By Lemma 3.7, the assumption on o, is equivalent to o, ¢ —iNp.

Proof of Proposition 3.26. In view of the uniform Fredholm estimates for the spectral family
of Oy, the assumption is satisfied for an open set of o, (see [Vasl3, §2.7] for the relevant
functional analysis). Thus, when € > 0 is sufficiently small, then for o € B with |0 —0o| <,
we have

lull oty < Ol 005 (@)l - 10-25
for any fixed s > 5 + Cy and I € (3, 3). Using this estimate, with § +C; < s9 < s—1
and lp — ~ in place of s,l, we can improve the error term in (3.48) (applied with s >

34+01) to ”u“Hso+1,(l0,~y—1)(Q ) (provided Iy < [ is sufficiently close to [ so that Iy — v €
q,m q

(%, %) still) by exploiting the relationship between g- and b-Sobolev spaces near mf, see
Proposition 2.13(2). But this new error term is now small when m > 0 is sufficiently small,
and can thus be absorbed into the left hand side of (3.48). The resulting estimate, for
m <, is

< OO ()

lo — 04| <e.

HuHngr(rf”Y)(Qq uHHS;‘L(l—Q”Y)(Qq)u

This implies the triviality of ker Oy, (o) and finishes the proof. O

Proposition 3.27 (Kerr-de Sitter QNMs near de Sitter QNMs). Let o, € B° N QNMyg,
and let eg > 0 be so small that QNMyg N {|o — 04| < 260} = {o.}. Then for sufficiently
small € € (0, €], there exists my > 0 so that

mas(o) = > mm(o),  me (0,my]. (3.53)

lo—o.|<e

Moreover, for all sufficiently small 7o > 0 and K = [rg,2], x S?, the restriction of
> lo—o.|<e Resm(0) to [0, 1], x K converges to Resas(0+) in the topology of C*([0,1] x K).

Proof. The proof is an elaboration on [HX22, Theorem 1.1]. Thus, for s > 2 4+ C; and

L€ (3,3), let

KO = keI'Hs,l(Q) ngs (O'*), KS = kengS+1’_l_2(5) ngs (O'*>*
(Note that e=+* Ky C Resgs(o.), but equality need not hold.) By Lemma 3.25, the
b b8
AT -
A

CSO(Q N{r >1"}),j =1,...,d, so that the maps Ko > u — ({(u, u?))jzlw,,d € C% and

Ky > u* — ((u*, uﬁ-))jzl,.,,,d € C% are isomorphisms. Define the operators

spaces Ky and K have equal dimension d > 1. Choose * > 0 and functions u

Ry: BXY(Q) 5 u = ((u,0)))j=1,...a € CY,

d
R_: Cd = (wj)j:17._,7d — Zw]ug S CgO(Q \ 8X)
j=1
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Recalling the definition of Hj, from (3.52), the operator

Pu(0) := (Dgﬁ ia) ]f)—) L He ®C?— BV Q) @

is Fredholm of index 0.
The uniform estimate (3.48) (with v = 0) for O, (o) for ¢ € B implies

H (U, 'LU) ”f{é:r(rf’o) (Qq)@cd S C(”Pm(a) (’U,, w) HH;:HL(Z—Q,O) (QQ)EB(Cd + H (U, 'Ll)) HH:E)""(ZWO) (Qq)@(cd) N
(3.54)

But now the mf,-normal operator

Pys(0) := <D9;%SJEU) 1%)

has trivial nullspace for ¢ = o, by construction, and thus for |oc — o.| < 2¢ if we shrink
€ > 0; we may assume that 2¢ is smaller than the distance from o, to 0B. Therefore, Pyg
obeys an estimate

It w)l gt @yoct < CllPas(@)ull gemrizgyoen o — 0ol < 26

As in the proof of Proposition 3.26, this can then be used to weaken the norm on the error

term in (3.54) to ||(u, O)HESOH,(;O,,U(Q o Cd this weakened error term can be absorbed into
q,m q

the left hand side of (3.54) when m € (0, m;] for a sufficiently small m; > 0, and for all
o € C with |0 — 04| < 2¢e. (Here, as in the proof of Proposition 3.26, we need to use
s> 3 4+ C; and take 3 + C1 < sp < s — 1.) Therefore, the operator Py(c) is injective and
thus invertible for such m, o; we write its inverse as

An(o) Bn(o)

Pu(o)™ = <Cm(a) Dm(0)> , me (0,my], |o— 0. < 2e

By the Schur complement formula, Oy, (o) is invertible on C*°(Qy,) (or, equivalently, as
a map (3.52)) if and only if the d x d matrix Dy (o) is invertible; concretely, we have

ng (J)_l = Am(a) - Bm(U)Dm(J)_ICm(U)v (3-55)
Dy(o) ' = —R 0O, (0) 'R_.
Upon setting
1 _
mi(0) = ot 7{ Dun(0)~10 Das(0) do

these formulas imply mun(c’) < ml (o’) and ml,(0') < mn(o), and therefore my(c) =
mip,(07). (Since Dy(0) is an analytic family in o of d X d matrices, mpy(o’) is the order of

vanishing of det Dy (o) at o = ¢’.) We similarly have

_ Ags(o) Bgs(o) / 1 -
Pag(o) ™ = (CZS(U) Djz(0)> , mgs(o’) = 27”]({ Dgs(0) 10, Das(c) do.

Set Do(0) := Dgg(0). We then claim that Dy(o) is continuous in m € [0,m;] with
values in holomorphic families (in |0 — o, < %e) of d x d matrices; to this end, since
Dy(o) is holomorphic, it suffices to prove the continuity of Dy (o) in m for any fixed o with

lo — 04| < %e. Thus, let w € C% and consider

(umy 'wm) = Pm(0>_1(07 w)§
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we need to show that wy = Dy(0)w — Dgg(o)w as m N\, 0. But uy € ﬁé:g’o)(ﬁq) and
Wy, € C? are uniformly bounded. Fixing y € C°([0,1)) with x = 1 on [0, 3], this implies in
view of Proposition 2.13(2) that uj, := x(m/r)uy, € FIi’l(Q) is uniformly bounded. Upon
passing to a subsequence of black hole masses m; with m; N\, 0 as j — oo, we may assume
that ufnj — g € HE’I(Q) and wy, — wo. When m; is so small that x(m;/r) =1 for r > ,
then uy, |,5» = Um;l,s,» and therefore Ryuy = Rium; = w; thus, by taking the weak
limit of

ij (U)(u:nj’wmj) = ([ngj7X(mj/T)]umjaw)7
as j — oo, we obtain

Ogas (0)ug + R—wo =0, Riug = w.

But since Pyg(o) is invertible, we must have (ug, wq) = Pys(0)~1(0,w), so wg = Dgg(o)w.
The weak subsequential limit (ug,wp) = (Bas(o)w, Dgg(o)w) is therefore unique, and in
particular wy — Dgs(o)w, as claimed. For later use, we note that for any fixed rg > 0,
this also shows that (Bn(0)w)|rsry = Umlrsre = Umlrsre — Uolrsry = (Bas(o)w)|rsr,
in H*([ro,2] x S?) as m \, 0 (where the second equality holds when m is so small that
x(m/r) =1 for r > rg), and since s here is arbitrary, we indeed have strong convergence

(Bu(0)w)lr>ro = (Bas(@)w)|r>r,  in C([ro,2] x §?), (3.56)
uniformly in o when |0 — o,| < 3e.

As a consequence, if v = {|o — 0| = €} C B, oriented counterclockwise, then, for m; > 0
so small that v N QNM(m) = § for all m € (0, m;] (such m; exists by Proposition 3.26), we
have

1
mas(0.) = Y mas(@) = 5 § Das(e)™' 0, Das(o) do
lo—ox|<e v
_ 1 1 _
= 5= ¢ Dn(0) 05 Dn(0) do = > mm(o0),

K lo—0.|<e
as asserted in (3.53).
Finally, we can choose a number 7, > 0 and polynomials p; = p;({) with values in
CROQN{r>nr,}) for j =1,...,mgs(os) so that Resqs(ox) has as a basis
uqs,; (ts, ) = resc=q, (efit*CngS Q) 'p;(0), j=1,...,mqs(ox).

The restrictions of ugs j to [0,1];, x K remain linearly independent for any K = [rg, 2] x S
when 7y € (0,2) is sufficiently small.*® With v as above, we can then set

(00 ) = 5 €400 (0} A = = 5 § e Bl D0 (OO ¢
v v

where we used (3.55) and the holomorphicity of An(¢) in ¢. Since the span of p;((),
where j and ¢ range over 1,..., mqas(ox) and C respectively, is a fixed finite-dimensional
subspace of C*(©2 N {r > n,}), one can prove the uniform convergence Cy({)p;(¢) —

33Since the ugs,; are analytic in an appropriate coordinate system—see [HX21] for explicit formulas and
[GZ21a] for a general argument—the smallness requirement on r¢ is in fact unnecessary.
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Cas(Q)p;(¢) in C? for |¢ — 0.| < 3¢ using arguments analogous to those leading to (3.56).
Using the already established convergence of Dy (¢) and Bn(¢), we thus conclude that
Um gl xx — uasjlpxx in C([0,1] x K). In particular, for all sufficiently small

m > 0, the span of Um 1, ., Unmyg(e,) 15 Mds(0«)-dimensional. But since we already
proved dim Z|U_U*‘§6 Resm(0) = mas(04), the um j, j = 1,...,mqs(04), span the full space
> lo—c.|<e Resm(0). The proof is complete. O

In particular, for o, = 0, the equation (3.53) gives 1 = mas(0) = > |,_,, j<c Mm(0),
and therefore there exists a single resonance o(m) € QNM(m) with |o(m)| < e. But since
constant functions on Ry, X Qy lie in the nullspace of O, we have 0 € QNM(m); therefore,
necessarily, o(m) = 0, with Resn(0) equal to the space of constant functions. This proves
part (3) of Theorem 3.8.

In order to finish the proof of Theorem 3.8, it now remains to show that there exists
hi > 0 so that for o € QNM(m) we have Imo < hl_l for all sufficiently small m; that is,
we need to prove uniform estimates not just in strips (as done so far) but also in the full
upper half plane. We turn to this next.

3.9. Uniform analysis in a half space. We now work in the complement {c € C: Imo >
0,|o| > 1} of the unit ball in the closed upper half plane; we parameterize this set via
[0, 7]y X [1,00)0, > 0 = ¢ oy.
We can then regard the spectral family Oy (o) as a smooth family
[0,7] 9 ([1,00) x (0,mg] > (09, m) — ng(emao)).

In the Q-single space Xq, we work only in o9 > 1. The analogues of Proposition 3.9 and
Lemma 3.15 in this setting are then:

Proposition 3.28 (Properties of the spectral family). We have

with smooth dependence on ¥ € [0, ]. Moreover:

(1) the Q-principal symbol of 0(e™-) is given by (3.14) with o = ¢ oy;
(2) we have N,e(m?0(e'.)) = 0,(0);

(3) for 6o > 0, we have Ny, (D(eié-)) = Dg(ewéo);

(4) for op > 1, we have NmeO(D(¢Zﬁ-)) = Oy (e¥00);

(5) the principal symbol of Im (e’ is

(o0, m;z, &) = 2(Im o) gy |2 (—dts, —(Reo)dt, + £), o= o,

Since we arranged for dt, to be past timelike (see Lemma 3.2), the symbolic estimates
of §3.4 apply uniformly for ¥ € [0, 7] (thus Im e? = sin® > 0), cf. [Vas13, §7]; for ¥ € (0, 7),
these are propagation estimates with complex absorption which permit propagation in the
causal future direction along the Hamiltonian flow. In particular, at the radial points at
spatial infinity from the perspective of the Kerr model problems at nf, the need to obtain
uniform estimates in Imo > 0 down to Imo = 0 is what forces the choice of R, _ as the
incoming and Rj¢, 4 as the outgoing radial set (rather than the other way around). (This
is the essence of the scattering microlocal proof of the limiting absorption principle, see
[Mel94, §89 and 14], or [Vas18, Proposition 4.13].)
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Next, the zf-model problem is unchanged, with estimates for it provided by Lemma 3.19.
For the nf-model problem at frequencies e?’5q with &y bounded away from 0 and oo, one
similarly has uniform (in ¥ € [0, 7]) symbolic estimates on the same function spaces as in
Proposition 3.18; we argue for the triviality of ker J;(e*?50) below. For the uniform low
energy estimate (3.43) for & = ¢y, 59 € [0, 1], the only additional ingredient is a uniform

estimate

< C’Hth(ew)uHHsfer,zﬂ v € [0, 7],
sc,b

HuHH:cfbl () ()
for the tf-model operator C(e™?) = A + € (see (3.41)); this is again a consequence of
uniform symbolic estimates together with the triviality of ker O (e?), which for ¢ = 0,7
was proved in Lemma 3.20 and which for ¢ € (0, 7) follows via a direct integration by parts
(since tempered elements of ker ¢ (e”) are then automatically rapidly decaying as 7 — 00).
The uniform high energy estimates of Proposition 3.22 continue to hold for 220, (h~'e™)
when h > 0 is sufficiently small.

We can now complete the proof of Theorem 1.7.

Proof of Theorem 1.7 for a # 0 and Imo > 0. We once more make the Kerr parameters
m > 0, a € (—m,m) explicit in the notation; moreover, for consistency with the notation
used in Theorem 1.7, we write o for the spectral parameter instead of 6. With m > 0 fixed,
the aforementioned high energy estimates imply the injectivity of (g, (o) on H () (cf.
the function spaces in Proposition 3.18) for all ¢ € C with Imo > 0, |o| > C(]a|), where
C:[0,m) — (0,00) can be taken to be continuous. By the aforementioned uniform low
energy estimates, we have the injectivity of O, (o) also for 0 < |o| < ¢(]a]) for some
continuous function c: [0,m) — (0,00). The injectivity of Oy, (o) for o € R\ {0}, proved
already in §1.2, together with the estimate (3.36), which in view of the arguments above
applies for spectral parameters o # 0, Imo > 0, locally uniformly, implies (via a standard
functional analytic argument using the compactness of H*" < ﬁsch’fN) the injectivity of
Oy« (0) also for o = og+ioy when o1 > 0 is sufficiently small (depending on oy € R\ {0}).

Our arguments thus far imply the existence of a continuous function C': [0,m) — (1, 00)
so that all 0 € C, Im o > 0 for which Oy, ,(c) is not injective on Hg" must satisfy o € U(|a])
where

U(la)) = {c € C: C(la)) ™! <Imeo < C(la]), |Rea| < C(la))};

and for a = 0 no such o exist. Let now I C (—m, m) be the set of all a € (—m, m) for which
there do not exist any frequencies o € U(|a|) for which Oy (o) is not injective; in other
words, [ is the set of angular momenta for which mode stability holds. We have 0 € [; it
suffices to prove that I is open and closed in (—m,m).

The openness of I follows from the local uniformity of the estimate (3.36) (for spectral
parameters in the punctured upper half plane, and for subextremal Kerr parameters): if
a; = as € I, a standard functional analytic argument (using (3.36)) implies that for o
lying in a fixed compact subset of {Imo > 0}, the operator ng,aj (o) must be injective
when j is sufficiently large. Taking this subset to be a compact set containing the closure
of U(|ax|) in its interior (and thus containing U(a;) for large j), we deduce that a; € I for
large enough j.
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The closedness of I follows from a resonance perturbation argument. For Imo > 0, the
family O, . (o) is a holomorphic family of Fredholm operators
= {u € HY(Q): Oy, o (0)u € HZTV(Q)} = HZ V()

gm,a

whose inverse is meromorphic. (Due to the ellipticity at 7 = oo of Oy, () in the scattering
algebra, the weight r here is arbitrary; the absence of a shift r + 1 of the weight in the
codomain is likewise due to this ellipticity.) Suppose now ap € (—m,m) \ I lies in the
closure of I, and o(ag) € U(|ag|) is a resonance of U, . . The arguments in [Hinl5,
Appendix A.2] (with the additional scattering behavior at 7 = oo in the present setting
necessitating only notational changes in the reference) imply the continuous dependence
of resonances in Imo > 0 on the parameter a; thus, for some small 0 < ¢ < m — |ag|, we
obtain a continuous function o: (ag — €, a9 + €) — U(|ag|), attaining the value o(ap) at the
argument dag, so that o(a) is a resonance of O, , for all a € (ag — €, a9 + €). But since
(ap — €,a0 +€) NI # (), this is a contradiction. The proof is complete. O
i

As a consequence, ker [0y(4) is trivial for ¢ = eV where ¥ € [0, 7] and 69 > 0; therefore,

the estimate (3.35) holds also for such &.

We can now combine these symbolic and normal operator estimates as in the proof of
Proposition 3.23; this yields, as in Corollary 3.24, the existence of my > 0 and h; > 0 so
that for all m € (0,m;] and op > hy' we have ¢’y ¢ QNM(m) for all ¥ € [0, 7]. Thus, all
quasinormal modes o of O, m € (0,my], satisfy Imo < hl_l. As noted at the end of §3.8,
this completes the proof of Theorem 3.8.

3.10. Quasinormal modes of massive scalar fields. From [HX22, Proposition 2.1], we
recall the following analogue of Lemma 3.7:

Lemma 3.29 (QNMs for massive scalar fields on de Sitter space). Let v € C and Ay =
3 + \/7 — v as in Theorem 1.5. Then the set QNMyg(v) of quasinormal modes of Oy, — v

is equal to |J, (—iA+ — iNg), and the multiplicity of o € QNMgyg(v) is
mas(v;o) = Z (20 +1). (3.57)

leNy
io—1€(A_+2Ng)U(Ay +2Ng)

The formula (3.57) reduces to (3.10) for v = 0; see the proof of Lemma 3.7. Define
QNM(v;m), mn(v;o), Resm(v;o),

and Resqs(v;0) as in §3.2 but now using the operators O, — v and Oy, — v. Then
Theorem 3.8, except for part (3), remains valid upon adding the parameter v to the notation
throughout. (This also proves Theorem 1.5.)

The proof is the same as that of Theorem 3.8; indeed, the presence of the scalar field
mass term v affects neither the principal symbol of O(- + i01) — v nor any of its normal
operators, with the exception of

N, (O +i01) —v) =0gys(0) — v

Thus, the invertibility properties of g, (o) —v are what determine the limiting quasinormal
mode spectrum of Oy, (o) — v.
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APPENDIX A. GEOMETRIC AND ANALYTIC BACKGROUND

We begin by recalling some basic notions of b-analysis; see [Mel96, Gri01] for detailed
accounts. Let M be a smooth n-dimensional manifold with corners whose boundary hy-
persurfaces H C M are embedded submanifolds; we write M; (M) for the collection of all
boundary hypersurfaces of M. We write C*°(M), resp. C(M) for the space of smooth
functions, resp. smooth functions vanishing to infinite order at all boundary hypersurfaces.
A defining function of H is a smooth function py € C®°(M) so that H = p;'(0), and
dpr # 0 on H; when M is a manifold with boundary, then a defining function of OM is
called a boundary defining function. For a subset H C M;(M), a function p € C*(M) is
called a (joint) defining function for Jy 4 H if it is the product of defining functions of
pi, H € H. Moreover, we denote by M° the interior of M.

A boundary face of M is a nonempty intersection of boundary hypersurfaces. A p-
submanifold S C M is a closed submanifold so that around each point in S there exist local
coordinates z!,..., 2 >0, y',...,y" *€Ron M (with k& the codimension of the smallest
boundary face containing the point under consideration) so that .S is given by the vanishing
of the subset of these coordinates. The blow-up of M along S, denoted [M;S], is given as
a set by

[M;S] = (M\S)USTNS,

where STNS = TNS/R, is the inward pointing spherical normal bundle; here TNS =
tTsM/TS is the inward pointing normal bundle, with *7,M C TM denoting the closed
orthant of inward pointing tangent vectors (i.e. Z?Zl 00,5 + Z?:_lk w;0,; with all v; non-
negative). The manifold S is called the center of the blow-up. The front face of [M;S]
is STNS; the blow-down map is the map 3: [M;S] — M which is the identity on M \ S
and the base projection on the front face. The set [M;S] can be given the structure of
a smooth manifold with corners by putting on it the minimal smooth structure in which
lifts of elements of C*°(M) as well as polar coordinates around S are smooth down to
the front face; the blow-down map is then smooth. If T" C M is another p-submanifold
so that near points of S N7, both S and T are given by the vanishing of a subset of
a single local coordinate system on M, then we define the lift 5*T of T to [M;S] as
follows: if T C S, then B*T = B71(T), and otherwise B*T is the closure of 371(T \ S).
In either case, 5*T is a p-submanifold of [M;S] and can thus be blown up again; we
denote by [M;S;T] = [[M;S]; B*T] the iterated blow-up, similarly for deeper blow-ups.
The lift of a smooth map f: M — N between manifolds with corners to [M;S] is the
composition fo g: [M;S] — N. It may happen that [M;S;T] and [M;T};S] are naturally
diffeomorphic in the sense that the identity map on M\ (SUT) extends to a diffeomorphism
[M;S;T] = [M;T;S]. In this case, we shall occasionally write [M; S, T] = [M;T,S]. This
happens in particular when S C T or T' C S, or when S and T are transversal.

By W, (M) we denote the Lie algebra of b-vector fields on M, i.e. those smooth vector
fields which are tangent to all boundary hypersurfaces; in local coordinates z!,...,zF > 0,
y',...,y"F € R near a point on OM, such vector fields are linear combinations of 270,;
(j=1,...,k)and 9,5 (j = 1,...,n—k) with smooth coefficients. Thus, V},(M) is the space
of smooth sections of the b-tangent bundle "TM — M, a rank n vector bundle equipped
with a bundle map PTM — TM which is an isomorphism over the interior M°; a local
frame of PT'M in local coordinates is given by the aforementioned vector fields z79,;, Oyi-
Given V € V(M) and a boundary hypersurface H C M, we denote by Ny (V) € Vy(H)
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the restriction of V to H, defined as Ny (V)u = (V)|y for u € C®(H), where 4 € C*°(M)
is any smooth function with |y = w. By Diffy' (M) C Diff™ (M) we denote the space of b-
differential operators of order m: these are locally finite sums of up to m-fold compositions
of b-vector fields; here a 0-fold composition is, by definition, multiplication by an element
of C**(M). We write Diff,(M) = P, cn, Diffp (M).

If M, N are two manifolds with corners, a smooth map F': M — M’ is called an interior
b-map if for all H" € My(M') we have F*ply = anr [T e, () p?}H’Hl) for some 0 < apr €
C®(M) and e(H,H') € Ny, where ply, € C°(M’) is the defining function of H'. In this
case, one can define the b-differential PF,: PT,M — PT FipyM " by continuous extension of
the standard differential of F' restricted to a map M° — (M')°. The map F is called a
b-submersion, if PF, is everywhere surjective; if moreover for each H € M (M) there exists
at most one H' € My(M') with e(H, H') (i.e. F' does not map any boundary hypersurface
into a codimension > 2 corner), then F is called a b-fibration. Finally, an interior b-map
F: M — M’ is b-transversal to a p-submanifold S C M if for each p € S, the nullspace of
bF.|, € PT,M is transversal to {V (p): V € V(M) is tangent to S}.

If M is a manifold with boundary, with boundary defining function p € C>°(M), then
Vee(M) := pWo (M) = {pV: V € W, (M)} is the Lie algebra of scattering vector fields; we
have

[VSC(M)7VSC(M)] - stc(M)- (A.l)

The corresponding scattering tangent bundle STM — M has a local frame 20, 20y,
(j=1,...,n—1) in local coordinates > 0, y',...,y" ! € R near a point on the boundary.
By Diff} (M) we denote the corresponding space of scattering differential operators.

Let o = (apg: H € M1(M)) be a collection of real numbers, and denote by pr € C*°(M)
a defining function of H. Then A%(M) is the space of all smooth functions u € C>(M?°)
so that for all A € Diffy,(M)

Au€< 11 p;;H)Lf;C(M). (A.2)

HeM; (M)

We say that u is conormal (with weights ag). Given 6 = (dg: H € M;(M)) where
5u € [0,1), we define more generally A$(M) to consist of all u € C*°(M°®) so that for all

m € Ny and A € Diffi (M) we have Au € (T]penr, pi‘IHfm‘sH)Lﬁfc(M). More generally
still, if C € M;(M) is a collection of boundary hypersurfaces, and weights ay € R and
numbers 6y € [0,1) are given only for H € C, then A%(M) and AG 5(M) are defined as
before, but only taking products over H € C, and allowing A € Diff"™ (M) to be any locally
finite sum of up to m-fold compositions of smooth vector fields on M which are tangent to
all H € C (but not necessarily the other boundary hypersurfaces). We shall refer to such

conormal distributions as smooth down to the boundary hypersurfaces My(M) \ C.

Spaces of conormal functions with 6 > 0 arise in particular as follows; for notational
simplicity we only discuss the case that M is a manifold with boundary OM. Suppose
a € C*(0M) is bounded, and let a_ = infa. Let p € C°°(M) denote a boundary defining
function. Then A*(M) C (=0 As (M) is the space of all functions of the form p?ug where
ug € NysoAY(M), with 3 € C>°(M) any smooth extension of a. The relevance of § > 0 is
that it ensures that p? itself lies in A(M).
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Suppose next that £ — M is a smooth vector bundle over a manifold with corners. By
E — M we denote the radial compactification of E; this is a closed ball bundle. The fiber
bundle E is defined fiber-wise by means of the radial compactification of R¥ (with k the
rank of E as a real vector bundle), which is defined as

RF = (Rk U (0, 00), Sk_l))/ ~,

where we identify 0 # 2 = rw (in polar coordinates on R¥) with (p,w) = (r~1,w). A special
case is R = [~00,00] = RU {—00,00}, with the function 4(1,00) > = ++ 27! extending
to a diffeomorphism 4(1, 00] — [0, 1); thus, the function |z|~! is smooth on R\ {0}, and it
is a defining function of OR = {—o00,0}. For a € RU {—o00}, we shall write [a, co] for the
closure of [a, c0) inside R; and we put (a, 00| = [a, 0]\ {a}. The sets [—oc, a], and [—00, a)
are defined analogously. The boundary at fiber infinity of E is a sphere bundle SE — M.

We denote by P™(E) C C*°(E) the space of smooth functions which are polynomials of
degree m € Ny on each fiber of E. Similarly, S*(E) C C*°(F) denotes the space of symbols
(of class 1,0) of order s € R on the fibers of E; an equivalent definition is S*(E) = A~%(E)
(with smoothness down to E|aas).

Finally, suppose S C M is an interior p-submanifold of an n-dimensional manifold M
with corners, meaning that SN M?° # (). Thus, in suitable local coordinates z!,. .., z* > 0,
y = (v,y") € RP x R"*=P_ the submanifold S is given by ¢/ = 0 where p > 1 is the
codimension of S. For s € R, we then denote by I¥(M,S) € C~°(M) = (C°(M;QM))*
the space of conormal distributions at S of order s; in local coordinates, such a distribution
is given as

u(ey) = 07 [V alay ol

Rp
where a € §5F575([0,00)F x R**~P;RP). (We follow the order convention of [Hor71].)
One can also consider symbols which are merely conormal (with some weight) at = 0,
and allow for the presence of parameters §; € [0, 3) for j in some subset of {1,...,k} (which
in particular allows for variable decay orders along (27)~!(0) for these j). Moreover, by
I°(M, S; E') we denote the space of conormal distributions with values in the vector bundle
E — M. See [Hor07, §18] for further details.

A.1l. b- and scattering pseudodifferential operators. Let X denote an n-dimensional
manifold with boundary. The b-double space of X is

X2 = [X%(0X)%.

We denote by diag;, C Xg the lift of the diagonal diag X c X2, by ff}, C Xg the front face,
and by lby, and rby, the lift of 0X x X and X x 90X, respectively. See Figure A.1.

Furthermore, 7g: Xg — X denotes the right projection, and PQX — X is the b-
density bundle (i.e. the density bundle associated with PT'X). The space ¥§(X) of b-
pseudodifferential operators (or b-ps.d.o.s) then consists of all continuous linear operators
on C®(X) whose Schwartz kernels k € (X2, diagy,; 75PQX) vanish to infinite order at
all boundary hypersurfaces of Xg except ff,, and which are properly supported when X is

non-compact. (See [Mel93] for an extensive discussion.) The principal symbol Po* fits into
a short exact sequence

s—1 s bgs s (brpx s—1 b
0= T H(X) = U5 (X) -2 S° (T X) /S (PT*X) = 0,
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FIGURE A.1. The b-double space X of X = [0,1).

Composition of operators is a continuous bilinear map W' (X) o ¥i2(X) C U712 (X),
and the principal symbol is multiplicative. In local coordinates > 0, y € R ! on X,
lifted along the left, resp. right projection to smooth functions z,y, resp. 2’,%' on Xg , local

coordinates on X near diagy, are z,, ‘”;—,‘”l, y—1vy'. For x € C(R) identically 1 near 0 and
supported in a small neighborhood of 0, the operator

Op@u@) = 0o [ (i

(e

x€r —

xx/fb + (@ —17) '77b)>

da’
)x(ly —y'Da(z,y, &, mo)u(z’, y") d&y, dmy, — dy/,

for a a symbol of order s in (&,,n,) with support in the local coordinate system, defines
a typical element of W} (X); it is a quantization of a. (The two factors of x localize to
a neighborhood of diag;,.) Every element of W{(X) is a locally finite sum (on the level
of Schwartz kernels) of such operators, plus an element of W, °°(X). Spaces of weighted
operators are defined by \I'f)’l(X ) = p~!W$(X) where p € C®(X) is a boundary defining
function (lifted to the left factor of X%); one can more generally quantize symbols of order
s in the fibers of PT*X which are conormal with weight p~! down to ng v X.

Turning to scattering ps.d.o.s, we recall the scattering double space
X2 = [X7; diag, N ffy),
with front face denoted ffs.; we write diag,, C X2, for the lift of diag;,. See Figure A.2.

diag,.

FIGURE A.2. The scattering double space X2..

Schwartz kernels of elements of the space Wi (X) of scattering ps.d.o.s of order s, r are
then elements of p~"I%(X2,, diag,; 75 °QX), with QX — X denoting the density bundle
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associated with *°T'X — X. Such operators are discussed in [Mel94]. (In the special case
X = R7", a thorough discussion, including the case of variable orders, is given in [Vas18]. We
note that Vs.(R") is spanned over C>°(R")—which is equal to the space of classical symbols
of order 0 on R™—by translation-invariant vector fields on R", and the space ¥z (R") is
equal to the space of quantizations (27) " [ ¢**a(z, () d¢ of smooth functions a which are
symbols of order r, resp. s in z, resp. (.) In local coordinates on X as above, a typical
element of ¥g' (X) is given by

Ovatam=en [[f[ 1 eai(T e Y )

da’  dy
X X(‘log *D (ly -y |) (2,9, &se; Usc)u(f,y,) d&sc dnse ) xTy—l

The principal symbol *¢o®" fits into the short exact sequence
0 = W LX) o W (X) —T (857 /5L (T X) — 0
where S*"(°T*X) denotes functions which are conormal on ¢7*X of order —s at °S*X
(fiber infinity of 5¢T*X') and of order —r at 5T}, X.
We can more generally consider quantizations of symbols a € S*"(*T*X) with variable
scattering decay order r € C*°(5¢T*X) (i.e. conormal functions on 5¢T* X with variable order

at T} X). The resulting space of operators is denoted g2 (X), and the principal symbol
now takes values in (§*7/Ss~Lr=1+20)(seT* X) for any § € (0, 3). See also [Hin21b, §2].

We also use the semiclassical scattering algebra; this was introduced by Vasy—Zworski
[VZ00] in the context of high energy estimates for resolvents on asymptotically Euclidean
manifolds. We discuss this in a slightly nonstandard way, mirroring the discussion in
[Hin21b, §3.4] for the semiclassical b-algebra. The underlying Lie algebra of vector fields is

Vse,h(X) 1= hC> ([0, 1]1; Vee (X)),

i.e. in terms of X  := [0, 1], x X this is the space of elements of pW}, (X 1) which annihilate
h and which vanish at h = 0. Thus, [Vee(X), Vsc,r,,(X)] C hpVse,n(X). Inlocal coordinates,
Vee,n(X) is spanned by hp?d, and hpd,; (j =1,. 1); these vector fields form a frame
for the semiclassical scattering tangent bundle *¢ ETX — Xsen By Diffi ,(X) we denote
the corresponding space of m-th order semiclassical scattering differential operators (which
are thus families of scattering operators on X which degenerate in a particular manner as
h ™ 0); the principal symbol map gives rise to a short exact sequence

0 = hpDIff7 31 (X) < DIfiz, (X) s P(hT X) [hpP™ ) (" T*X) = 0.
Define the semiclassical scattering double space by
Xon = [[0,1n x X2 {0} x diagy],
with diag,. , C X2 ., denoting the lift of [0, 1] x diagy.. See Figure A.3.
Then Schwartz kernels of elements of the corresponding space
s, (X)

of semiclassical scattering ps.d.o.s are those elements of I S7i(XSQC py diagge s TR * POX)
which vanish to infinite order at all boundary hypersurfaces of XSQC 5 except those which
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FIGURE A.3. The semiclassical scattering double space X2

sc,h’

intersect diag ; nontrivially, and which are smooth down to the lift of h~!(1). Here 7 is
the lift of [0,1] x X x X > (h, 2,2') = (h,2') € [0,1] x X, and **"QX — X, is the density
bundle associated with S"T'X — Xse,n- In local coordinates, a typical example of such an
operator is the family Opy. (a), h € (0,1], of bounded linear operators defined by

(Opgen(a)u)(h, z,y)

Y
(2mh)” ////IRxR" 1x[0,00)xRn—1 exp( ( SSC g + . Usc,h)/h>

dz’ dy/
)X(‘y - y’|/h)a(h, x,Y, gsc,hv nsc,h)u(x/a y/) dfsc,h dnsc,h ﬁ Wy

where a is smooth in h,z,y and a symbol of order s in (&scp,Msc,n). More generally, we

< x([tos 7

can consider symbols a € S5™(*"T*X) which are conormal functions on S¢*T*X with
weight —r at = 0 and weight —b at h = 0; these two orders may be variable, but we shall
only consider the case of variable scattering decay orders r € C> (5% hT[B 1]%8 Xsc,n). The
resulting space of operators is denoted

\I’S’r7b(X),

sc,h

and the principal symbol map "> on it takes values in (S5t /§s~Lr=14200=1)(se.hi X
for any § > 0.

Remark A.1 (Compact parameter space). Semiclassical operators are usually defined for
parameters h lying in an interval (0, 1) that is open at 1 (with 1 simply being a convenient
positive number). In this paper, we include the value 1 as well and require smoothness of
Schwartz kernels all the way up to h = 1. The reason is that the main pseudodifferential
algebra in this paper, the Q-algebra, contains at the same time semiclassical and non-
semiclassical algebras (say with parameters h € (0,1] and ¢ € (0,1]) which fit together
smoothly (at o1 = h = 1).

Remark A.2 (Variable orders). Pseudodifferential operators with variable orders were used
already by Unterberger [Unt71]. For a discussion of variable order b-ps.d.o.s, see [BVW15,
Appendix A]. Semiclassical spaces with variable semiclassical orders (powers of h) are dis-
cussed in [HW20]; see also [HV17b, Appendix A].
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A.2. Semiclassical cone operators. Consider a compact n-dimensional manifold X with
connected and embedded boundary 90X # 0. (We can allow for X to be non-compact if we
require all Schwartz kernels to be properly supported.) We recall elements of semiclassical
cone analysis on X from [Hin22b, Hin21b|. (This is a semiclassical version of a large
parameter calculus developed by Loya [Loy02]; see also [Gil03, CSS03, GKMO06] for variants
based on Schulze’s cone calculus [Sch91, Sch94, Sch98].) The semiclassical cone single space
(or ch-single space), introduced in [Hin22b, §3.1.1], is the blow-up?*

Xen == [[0,1] x X;{0} x 8X],
with boundary hypersurfaces denoted cf (the lift of [0,1] x 0X), tf (the front face), and sf

(the lift of {0} x X'). Denote by h € [0, 1] the first coordinate on [0, 1] x X (identified with
its lift as a smooth function to X.;). The Lie algebra of ch-vector fields is

Vch(X) = {V S Pstb(Xch)5 Vh= O},

where pgs € C*°(X¢p) is a defining function of sf. In particular, restriction to any positive
level set h = hg > 0 of h gives a surjective map Vei(X) — Wo(X). In local coordinates

r>0,w e R" ! near a point in 0X, we can take py = hLer and the space V(X)) is locally
spanned by

POy, =0, (j=1,...,n—1),
over the space of smooth functions of h + r > 0, ;’:J_FZ € [-1,1], and w. These vector fields

give a local frame for the ch-tangent bundle® “*TX — X;. Denote by Diff”} (X) the space
of locally finite sums of up to m-fold compositions of ch-vector fields and multiplication
operators by elements of C*°(Xcp). Since [Ver(X), Vern(X)] C pstVer(X), we then have a
well-defined principal symbol map "™ which fits into a short exact sequence

ch sm
0 — peDIffr1(X) < Diff}(X) —— P™("T*X)/pst P™ 1 ("T*X) — 0.

The front face of X is the closure tf = TNOX of the inward pointing normal bundle of
0X; its two boundary hypersurfaces are the zero section (with defining function p.f = hLJrT)
and the boundary at fiber infinity (with defining function pg = hLM) We can thus consider
the space Vp, sc(tf) = pse Vb (tf) of b-scattering vector fields on tf. By [Hin21b, Lemma 3.5],
the restriction Ni¢ of b-vector fields on X, to tf gives rise to a short exact sequence

0— ,OthCh(X) — VCh(X) &fﬁ Vb7SC(tf) — 0,

and correspondingly to an isomorphism “"T; X =2 PSCTtf of tangent bundles and
chn X o2 bsepif (A.3)
of cotangent bundles. The map Ny extends to a multiplicative map Ni: Diff [} (X) —
Diff..(tf).
The ch-double space is defined as®®
X2, = [[0,1] x X2 {0} x ffy; {0} x diagy,, {0} x Iby, {0} x rby].

349ee Remark A.1 for the reason for including h = 1.

35We write PTX here, as it is slightly less cumbersome than the notation °hP X . used in [Hin21b).

36In [Hin22b, Definition 3.1], the ch-double space is defined without the blow-up of {0} x1by, and {0} Xrby,.
What we call the ch-double space here is the ‘extended chi-double space’ of [Hin22b, Definition 3.7], which is
geometrically slightly more complex, but more natural (e.g. the left and right projections X2 — Xcp from
the extended ch-double space to the ch-single space are b-fibrations).
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We denote by ffy, tfy, and dfs the lifts of [0, 1] x ffy,, {0} x ff},, and {0} x diagy,, respectively,
and by tlby, trby and sfs the lifts of {0} x 1by, {0} x by, and {0} x X{, respectively. Finally,
diag;, denotes the lift of [0, 1] x diagy,. See Figure A.4.

—_————————y

FIGURE A.4. The semiclassical cone double space X% (called the extended
semiclassical cone double space ‘X2 in [Hin22b]).

The space
on(X)
then consists of smooth (in h € (0,1]) families of continuous linear operators on C>(X)
whose Schwartz kernels are elements of 1 s_i(th,diagCh; T5M0X) that vanish to infinite
order at all boundary hypersurfaces of X2 except for ffo,tf2,dfs and the lift of Ah71(1).
Here “"QX — X, is the density bundle associated with “"T'X — X5, and 7p is the lift of
the right projection [0,1] x X X X 3 (h,z,2’) — (h,2’) € [0,1] x X. In local coordinates
as above, a typical element of W7, (X) is the family of operators Op, j,(a) defined by

(Opepn(a)u)
- r
(2m)~ ////exp( [ fch-i- - .nch]>x<‘log/)>x(lw—w/‘)
htr "
dr’ dw’
X (l(h, r,Ww, gcfm nch)u(r/a w/) dgCﬁ dnCh ; h h \n—1"
" (i)
Here a is a symbol of order s in (&4, 7cr), with smooth dependence on h + r, :—Z, w (i.e.

on h,r/h,winr <handonr, h/r,win h Sr).

More generally then, we can consider quantizations of symbols a € Ssvl’l/’T(ChT*X )37
which are conormal functions on ¢"T*X of differential order s (i.e. have weight —s) at
fiber infinity “*S*X, of b-decay order | at “"T* X, of tf-decay order I’ at "T:X, and of

semiclassical order r at ChT;}X . The resulting space of operators is denoted

(X)),

37In [Hin21b], the slightly more cumbersome notation SS’Z‘ZI’T(C’LT*XC;L) is used for the same symbol
space.
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(Restriction of elements of this space to a level set h = hg > 0 gives a surjective map
to \I/i’l(X ), whereas restriction in both factors of X in th to the interior X° gives a
semiclassical ps.d.o. h7"W¥J(X°) on X°.) The differential and semiclassical orders can
moreover be taken to be variable; we only need the case of variable semiclassical orders.
Thus, for r € C*("T7X), we denote by

v (X)

the corresponding space of operators, defined as the sum of \I/C_hoo’l’l/’_oo(X ) and finite sums

of quantizations of symbols on “"T*X which are conormal on ““T*X with weights —s,
—1, —l'; and —r (thus with an arbitrarily small parameter st > 0 at sf in the notation
introduced after (A.2)). The principal symbol map in this case is

Cﬁcs,l,l’,r: \Iji}ll,l’,r(X) _) (Ss,l,l’,r/Ss—l,l,l’,r—l-i-Q(S)(chT*X)

for any & € (0, 3). (See [Hin21b, §3.2] for further details.)

For those elements of U%"*"(X) which have Schwartz kernels which are smooth down

to tfy (as distributions conormal to diag.;), indicated by a subscript ‘cl’, restriction to tf
gives rise to a surjective map

Nig: WSRO (X) = wpbi(tf)
with kernel ptf\I/z}f’gl’r(X ); the restriction of the principal symbol of A € \Ifz}ll’gl’r(X ) to MTHX
equals the principal symbol of Nif(A) under the identification (A.3). Note here that this

identification also relates r|

T x to a variable scattering decay order r|y € C*°(PSCT*tf).

A.3. Scattering-b-transition algebra. With X denoting a compact n-dimensional man-
ifold with connected and embedded boundary 90X # (), the final algebra of families of de-
generating ps.d.o.s on X that we recall here was introduced by Guillarmou-Hassell [GHO8]
for the purpose of giving a precise uniform description of the Schwartz kernel of the low
energy resolvent on asymptotically conic spaces as one approaches the spectral parameter
0 from the resolvent set. We only need the small calculus (i.e. without boundary terms).

We define the sc-b-transition single space to be
Kscb 1= [[07 1} x X {0} X 8X]7

with the lift of the first coordinate function denoted o. (One can completely analogously
study negative o, in which case X¢.p = [[-1,0] x X;{0} x 0X]. In the main part of this
paper, it will be clear from the context which of the two versions is used.) We denote by
scf, tf, and zf the lift of [0,1] x 90X, the front face, and the lift of {0} x X, respectively.
This is the resolved space for low energy spectral theory from [Hin22a, Definition 2.12]
(and denoted Xt there); a refinement of the corresponding phase space (in the notation
introduced below: the blow-up of *PT*X at the zero section over scf) was previously
introduced by Vasy [Vas2lc]. With py € C*°(X,es) denoting a defining function of H, we
set

Vsc—b(X) = {V S pschb(XSC_b): Vo= 0}.
In local coordinates p > 0, w € R"! near a point on X, this space is spanned over
Coo(Xsc-b) by

P o _r
p+a p+o

8y (G=1,....,n—1).
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The vector bundle which has these vectors as a local frame is the sc-b-transition tangent
bundle *PTX — Xy.p; the dual bundle is denoted PT*X — X1, as usual, with local

frame 4
Proce  PETqyii=1,....n—1). (A.4)
PP p
The space Vsep(X) is a Lie algebra, and indeed [Vsep(X), Vseb(X)] C psct Vseb(X).
(Thus, while X1, is the same as the chi-single space except for renaming o to h, the Lie
algebras Vi (X) and Vep(X) are different.) The restriction Nyt to tf gives rise to a short
exact sequence

Ny
0— pthsc—b(X) — Vsc—b(X) —f_> Vsc,b(tf) —0

and thus to an identification
sebp X o sebprf, (A.5)

We also remark that for each op > 0, the restriction of V € Vi p(X) to {0 = 0o} = X
defines an element of Vi (X), whereas the restriction to the lift zf =2 X of o = 0 lies in

Vb (X).
We denote the space of m-th order differential operators generated by Vi.p(X) by
Diff™ , (X); the principal symbol map 5¢-P¢™ fits into the short exact sequence

sc-b ym
0 = peefDIf 1 (X) = Diff™ | (X) —— P™(**PT* X))/ pees P L (*PT* X)) — 0.

sc-b

In order to define the microlocalization of Diffs. (X)), we define the sc-b-transition double
space as

X2, = [[0,1] x X5 {0} x ff,, {0} x Iby,, {0} x rby,; [0, 1] x O diagy,].
(This space is denoted Misc in [GHO8].) We let scfo, tfa, and zfs denote the lifts of

[0,1] x Odiagy,, {0} x fI,, and {0} x X?, respectively; and we write diagg.;, C X2 , for the
lift of [0,1] x diagy,. See Figure A.5.

F1GURE A.5. The scattering-b-transition double space X S2C_b.

Then
gc—b (X)
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is the space of smooth families (in o € (0,1]) of linear operators on C*°(X) whose Schwartz

kernels are elements of [ S_l(Xsc b diage. 3 *SC'bQX ) which vanish to infinite order at
all boundary hypersurfaces of Xsc-b except those which have nonempty intersection with
diag,.; (these are scfy, tfa, and zfs, as well as the lift of 0=1(1)). Here mp is the lift of
[0,1] x X x X 3 (0,2,2')  (0,2'), and %PQX — X 3, is the density bundle associated
with *PTX — X,.p,. (In [GHO8], the authors call this space of operators W§ (M), and they

consider operators acting on b-%—densities instead of scalar functions.)

In local coordinates o, p,w as above, a typical element of W2, (X) is the family of oper-
ators Opg.p, ,(a) defined by

(Opsc b, O'( )

] ETAREEE N

cr-‘rp

)x(lw =)

dp’ dw’
CL(O’, Py W, gsc—b, nsc—b)u(p/a w/) dgsc—b dnsc—b ;D o \n—1
o+p’ (704_1)/)

Here a is a symbol of order s in (scb, Mse-b), With smooth dependence on o + p, Z_T_—Z, w (i.e.

ono, p/oinp Soandon p, o/pino < p). One can more generally consider quantizations
of symbols a € S*™7(3¢PT*X) which are conormal on 5-bT*X with differential order s
(i.e. weight —s at fiber infinity), scattering decay order r (i.e. weight —r at s¢-PT* X)), tf-
decay order ~y (i.e. weight —y at s*PT*X), and zf-order [ (i.e. weight —I at sPT%X); the
resulting space of operators is denoted W)'}" 1(X). (Restrictions of elements of \IJS T’% (X)

to a level set 0 = g > 0 lie in Wg (X).) Moreover, just as in the scattering calculus we
can generalize this further by allowing s,r to be variable; in this paper we only need to

consider variable scattering decay orders r € C>°(5¢bT *¢X) and the resulting space

\I/S’r;y’l (X)‘

sc-b

For those elements of \I/:giao ’l(X ) whose Schwartz kernels are smooth down to tfy (as

distributions conormal to diagg.} ), indicated by the subscript ‘cl’, restriction to tf gives
rise to a surjective map
Nyg: WSRO0 (X)) — woih(X)

sc-b,cl sc,b

with kernel ptfqucrbo Cll(X ). The same remains true for variable orders r upon identifying the

restriction of r to S“PT% X with an element of C*°(sPT*tf) via (A.5).

A.4. Sobolev spaces. For all calculi introduced, we can define corresponding L?-based
Sobolev spaces and their (possibly parameter-dependent) norms. We assume throughout
that the underlying manifold X is compact. Fixing a,, € R, denote by

v = p™u, 0 < 1y € C®°(X, 0X),

a weighted b-density. All function spaces will be defined relative to the space L?(X,v).
When the density is clear from the context (as is the case from here on), we shall omit it
from the notation.

Consider first the b-setting; we let H)(X,v) = L?(X). The weighted space
HY'(X) = g HE(X)
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is then defined for s > 0 as the space of all u € HS’Z(X) so that Au € HS’Z(X) for any
fixed elliptic A € U} (X); for negative s we can define HS’Z(X) = (Hb_s’_l(X))* by duality
(with respect to the HP(X)-inner product), or equivalently as the space of all elements
of C™®(X) = C®(X)* which are of the form uy + Au; where ug,u; € HS’Z(X), with
A € VU, *(X) a fixed elliptic operator.

Weighted scattering Sobolev spaces Hgl' (X) = p"HE.(X) are defined in a completely
analogous manner relative to L?(X). (For X = R™, the space Hs' (X;|dz|) is equal to the
standard weighted Sobolev space (z)""H*(R"™).) If r € C>°(*T*X) is a variable decay order
and ro = inf r, we define

HE'(X) = {u € HZ*(X): Au € Hy(X)},
where A € U5 (X) is any fixed elliptic operator.

We next consider ch-Sobolev spaces. The base case is again the L?-space Hg p(X) =

L?(X), with the h-independent norm given by the L?(X)-norm. Next, the most general
space we shall need is

H3(X),

C7
where r € C*°("T%X) is a variable semiclassical order. For each value of h € (0,1], this
space is equal to HS’Z(X ) as a set, but with a norm that is not uniformly equivalent as
h \, 0. Namely, for s > 0, we fix an elliptic operator A € ‘I/z}f’l/’r(X) and define

-l —U' —inf
I,y = ot o™l ) + 1Al

where pg € C®(X¢n) is a defining function of H. For s < 0, we can define H(f’}lb’l/’r(X) in
any one of the two ways explained above for weighted b-Sobolev spaces.

Finally, we define the weighted sc-b-transition Sobolev space

HS,h’Y,l (X).

sc-b,o

This is for any fixed o > 0 equal to Hz(X) as a set; but for s > 0 it is equipped with the
o-dependent norm

—infr —y -1
lallzpsra ey = leset™ "pus” prs ullzacxy + IAullzz ey,

where A € U*"!(X) is any fixed elliptic operator. The definition for s < 0 is analogous

sc-b
to the b-setting explained previously. The norm [[ul| ;sr.v.1 y can be related to scattering-
sc-b,o

(X)
b-Sobolev norms near tf and b-Sobolev norms near zf. Concretely, if we fix as a density
on X the scattering density |i—‘§z§‘fl (or any smooth positive multiple thereof), then for
X = x(o/x) € C°(]0,00)), identically 1 near 0, we have a uniform (for o € [0, 1]) equivalence

of norms

l
HXUHH:Cfb”TJl(X) ~ ’U| ||XU||H§,"/71(X)- (A'Ga)

(That is, there exists constant C' > 0 so that for all o € [0, 1], the left hand side is bounded
by C times the right hand side, and vice versa.) Similarly, for a cutoff ¢ = ¥(|jo| + ) €
C°([0,€)) (for small € > 0, in a collar neighborhood [0, €) x 9X of 9X), identically 1 near
0, we have a uniform equivalence of norms

n_
kuHH;_rbﬂ’;l(X) ~ ’J| 2 ’wau”Hscv,f];l*W(tf) (Aﬁb)
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where upon setting & := z/o, we use the density 2,326 ig‘f1| = |o|™" j—gzim on tf. The
equivalences (A.6a)—(A.6b) are easily checked for L?-spaces (s = 0) with constant scattering
decay order r. For general s,r, they follow by using the definition of the respective norms
using elliptic ps.d.o.s. For (A.6a), one notes that the Schwartz kernel of an elliptic b-ps.d.o.
on X is a distribution on zfy C ch_b and as such can be extended, by o-invariance, to the
Schwartz kernel of a sc-b-ps.d.o. which is elliptic near zf. For (A.6b), one uses that the
Schwartz kernel of an elliptic scattering-b-ps.d.o. on tf is a distribution on tfs C X s2c—b which
can be extended, by dilation-invariance in (o, z, 2’), to the Schwartz kernel of a sc-b-ps.d.o.
which is elliptic near tf. See the proof of Proposition 2.33 for further details in a similar
context.

APPENDIX B. VERY LARGE AND EXTREMELY LARGE FREQUENCY REGIMES IN THE
Q-SETTING

Here, we relate QQ-analysis in the very large, resp. extremely large frequency regimes
described in §1.4 to semiclassical cone, resp. doubly semiclassical cone analysis in the sense
of [Hin22b).

Proposition B.1 (Intermediate and fully semiclassical regimes). For any fized 59 € R\{0},
the level set ng,&o = X% N&=1(50) is diffeomorphic, via the coordinates (m,x,z') € (0, 1] x
X x X, to

X(?ﬁ = [Xg; diag, N mfq o).

Moreover, Xé LR Xé N &1 (£[1, 00]) is diffeomorphic to

X2

qhﬁ = [[0, 1]% X X(?ﬁ, {O} X diagqh],

where diag,; C Xgh is the lift of diag,.

Remark B.2 (Relationship to (doubly) semiclassical cone algebras). The space Xgh carries
the Schwartz kernels of an algebra W;,(X) of pseudodifferential operators which microlo-
calizes the algebra of differential operators based on the Lie algebra Vgn(X) := {V €
Pty Vb(Xq): Vm = 0}. Thus, elements of Vy;(X) are semiclassical vector fields on X \ {0},
with semiclassical parameter m; there is moreover a normal operator at zf, which is of scat-
tering type at 0zfy = zf; Nmf,. Note that the space Vy;(X) is closely related to the space
Ver(X) of semiclassical cone vector fields with semiclassical parameter m, in that the spaces
of restrictions of elements of Vyr(X) and Ven(X) to the set || > m are equal. One can use
such an algebra Wq;(X) for uniform analysis as m N\, 0 in the frequency regime || ~ m™*
(i.e. |6] ~ 1). The algebra ¥q;(X) is contained in Wq(X) (in the sense that the space of
restrictions of elements of ¥q(X) to 671(50) is equal to ¥, (X) for any 5o € R\ {0}), and
therefore we do not describe it in detail by itself. When restricting to ¢ € I in the case
I = £[6¢, 00| where 69 € (0,00), Q-ps.d.o.s are semiclassical versions of qfi-ps.d.o.s., with
h = |5|~! being the semiclassical parameter; this regime is thus closely related to (and in
|z| 2 m equal to) the doubly semiclassical cone calculus introduced in [Hin22b, §4], with
m, resp. h being the first, resp. second semiclassical parameter. The difference between the
double space Xihﬁ defined here and the doubly semiclassical cone double space of [Hin22b,

Definition 4.6] stems from the fact that only in the latter setting there is a cone point at
the spatial origin which necessitates a semiclassical cone resolution at h = 0.
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Proof of Proposition B.1. Consider first a neighborhood of {oo} x (zf42)° C R x X2; this
has a collar neighborhood [0, 1), x [0, 1]m % (X°)2. Passing to the blow-up of h = m = 0,
we have local coordinates h = %, m, &, 2/ near the lift of h = 0. The space resulting
from blowing up the lift {0} x [0, 1] x diag ¢, of IR x diag, contains [0, 1] % (XO)% where
(XO)% = [[0,1];, x (X°)2; {0} x diag ¢, ] is the semiclassical double space of Xe.

We shall next analyze a neighborhood of the preimage of [0,1];, x mfy2 = [0,1], x X?
in Xé, and we in fact restrict attention in the second factor to a collar neighborhood
[0, l)pqu’2 x [0,1), x [0,00]s x (0X)? of mfq 2, where s = % and
s 1

m .
s+1° PRT ST

PPLAR’
We drop the factor (9X)? from the notation; thus we have a coordinate chart

[0, 1] % [0,1),, % [0,1), x [0, 00]

(B.1)

p:T+T/, pL =

Pmfy o =

pqu,2

near [0, 1], x mfyo C R x Xg. In these coordinates, the 6 submanifolds blown up in (2.27)
take the form?®

{0} x zfq2 = {0} x [0,1) x {0} x [0, o0];
{0} x diag, = {0} x [0,1) x [0,1) x {1},
{0} x (diag, Nmfy2) = {0} x {0} x [0,1) x {1},
{0} x (Ibq2 Urbg2) = {0} x [0,1) x [0,1) x {0, 00},
{0} x mfy o = {0} x {0} x [0,1) x [0, o0].
Upon blowing up {0} x zfy 2, a collar neighborhood of the lift of h = 0 is given by

[0,00); X [0,1)pyys, X [0,1)5 % [0,00]s,  hi= 5

The lifts of the remaining 4 submanifolds all involve the factor [0,1);, and therefore, upon
blowing them up, we obtain the open submanifold with corners of X(%

[0,1),%[[0,00); x [0,1)pr,, * [0, 00]53 {0} x [0,1) x {1}, {0} x [0,1) x {0, 00};
{0} x {0} x {1};{0} x {0} x [0, 0]].

See Figure B.1. In particular, if one does not blow up {0} x [0,1) x {1}, then a collar
neighborhood of the lift of h = 0 is given by

[0,1)5 % [0,00) x [[07 1)pqu72 x [0, 00]s; {0} x {1}]
. 7 _ h i . .
since h = & ~ Pt PR by (B.1). Blowing up the lift of [0,1) x {0} x [0,1) x {1} and
reinserting the factor (9X)?2, the open submanifold (B.2) of Xé is thus
[[0,00)7, % N5 {0} x diagy]

where N C X gh is a neighborhood of the preimage of mf,s under the blow-down map

(B.2)

X gh — Xc21- The proof of the Proposition is complete once one performs an analogous

38We combine the ones involving lbq 2 and rbqo.
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F1GURE B.1. The space (B.2) (with the p-coordinate suppressed), as a sub-
space of the Q-double space Xa. Also shown is the intersection of a level

set & = 6o # 0 with 9X3.

analysis of the geometry of ng,&o and Xé, 4 Dear the preimages of [0,1]; x lbq2 and
[0,1]p, X rby2; we leave this to the reader. O
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