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Abstract

We study the multicolour discrepancy of spanning trees and Hamilton cycles in graphs.
As our main result, we show that under very mild conditions, the r-colour spanning-tree
discrepancy of a graph G is equal, up to a constant, to the minimum s such that G can
be separated into r equal parts by deleting s vertices. This result arguably resolves the
question of estimating the spanning-tree discrepancy in essentially all graphs of interest. In
particular, it allows us to immediately deduce as corollaries most of the results that appear
in a recent paper of Balogh, Csaba, Jing and Pluhár, proving them in wider generality
and for any number of colours. We also obtain several new results, such as determining
the spanning-tree discrepancy of the hypercube. For the special case of graphs possessing
certain expansion properties, we obtain exact asymptotic bounds.

We also study the multicolour discrepancy of Hamilton cycles in graphs of large minimum
degree, showing that in any r-colouring of the edges of a graph with n vertices and minimum
degree at least r+1

2r n + d, there must exist a Hamilton cycle with at least n
r + 2d edges in

some colour. This extends a result of Balogh et al., who established the case r = 2. The
constant r+1

2r in this result is optimal; it cannot be replaced by any smaller constant.

1 Introduction

Combinatorial discrepancy theory aims to quantify the following phenomenon: if a hypergraph
H is “sufficiently rich”, then in every 2-colouring of the vertices of H there will be some hy-
peredge which is unbalanced, namely, has significantly more vertices in one of the colours than
in the other. The corresponding parameter, called the discrepancy of H, is then defined as the
maximum unbalance that is guaranteed to occur (on some hyperedge) in every 2-colouring of
V (H). More concretely, assuming that the colours are −1 and 1, we can define the unbalance
of a hyperedge e under a colouring f : V (H) → {−1, 1} to be f(e) :=

∣∣∑
x∈e f(x)

∣∣, and the
discrepancy is then the minimum of maxe f(e) over all colourings f . The study of such problems
has a long and rich history, with several influential results. We refer the reader to Chapter 4 in
the book of Matoušek [24] for a thorough overview.

In this paper, we are concerned with discrepancy questions in the context of graphs. In this
setting, the vertices of the hypergraph H are the edges of some graph G, and the hyperedges of
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H correspond to subgraphs of G of a particular type, such as spanning trees, cliques, Hamilton
cycles, clique factors, etc. There are several classical results in this vein for the case that G is a
complete graph, including those of Erdős and Spencer [11] and Erdős, Füredi, Loebl and Sós [10].
Recently, Balogh, Csaba, Jing and Pluhár [3] (see also [4]) initiated the study of discrepancy
problems for arbitrary graphs G, focusing on the discrepancy of spanning trees and Hamilton
cycles. In the present paper, we continue this study. Our main result is a very general theorem
on the discrepancy of spanning trees, which arguably resolves the problem of its estimation for
all 3-vertex-connected graphs (as well as all “sufficiently expanding” 2-vertex-connected graphs;
see the next section for the precise definition).

Our results apply to the more general setting of multicolour discrepancy. While there are
several natural ways to generalise the above definition of 2-colour discrepancy to an arbitrary
number of colours, the resulting parameters are all within a multiplicative factor of each other,
making the choice mostly a matter of convenience. Here we have chosen to use the following
definition. For a hypergraph H, an r-colouring f : V (H) → [r] of its vertices and a hyperedge
e ∈ E(H), define the unbalance of e with respect to f to be

Df (e) := r ·
(

max
1≤i≤r

|f−1(i) ∩ e| − |e|
r

)
.

In other words, Df (e) measures (up to a scaling factor of r) the difference between the largest
number of vertices of e in a given colour and the average (which is |e|/r). Multiplying this
difference by r (as is done above) produces a more convenient definition (which always gives
integer values). For a colouring f : V (H)→ [r], define

D(H, f) = max
e∈E(H)

Df (e).

The r-colour discrepancy of H is then defined as

Dr(H) := min
f :V (H)→[r]

Dr(H, f).

Note that D2(H) coincides with the (2-colour) discrepancy of H defined in the beginning of this
section. For a graph G and a set X of subgraphs of G, we define Dr(G,X ) to be the r-colour
discrepancy of the hypergraph H with vertex-set V (H) = E(G) and edge-set E(H) = X . We
will also sometimes use the notation D(G,X , f), which is analogous to D(H, f). It is worth
mentioning that discrepancy-type questions for more than two colours already appear in the
literature, see e.g. [9]. Moreover, very recently, such questions have also been considered in the
context of discrepancy of graphs. Specifically, the multicolour discrepancy of Hamilton cycles
in random graphs has been studied in [17].

1.1 Discrepancy of Spanning Trees

Spanning trees are among the most basic objects in graph theory. Let us denote the set of
all trees on n vertices by Tn. Hence, for an n-vertex graph G, Dr(G, Tn) denotes the r-colour
discrepancy of spanning trees of G.

We now introduce a graph parameter which will play a central role in our results in this
section. For an integer r ≥ 2 and a graph G, denote by sr(G) the minimum s for which there is
a partition V (G) = V1 ∪ · · · ∪ Vr ∪S such that |V1| = · · · = |Vr|, |S| = s, and there are no edges
between Vi and Vj for any 1 ≤ i < j ≤ r. Such a partition is called a balanced r-separation
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(a) A hedgehog on 120 vertices,
whose body is coloured red and
whose spikes are coloured blue.

(b) A hedgehog on 120 vertices,
whose body is coloured red and
whose spikes are coloured green
and blue.

(c) A 5-regular “hedgehog” on 84
vertices. Its body is a random 3-
regular graph on 12 vertices.

Figure 1: Hedgehogs.

of G, a set S as above is called a balanced r-separator of G, and sr(G) will be referred to
as the balanced r-separation number of G.

Balogh, Csaba, Jing and Pluhár [3] observed that the 2-colour spanning-tree discrepancy
of G is no larger than s2(G) − 1. This fact easily generalises to r colours. Indeed, given an
n-vertex graph G and a partition V (G) = V1 ∪ · · · ∪ Vr ∪ S as above, consider the r-colouring
f : E(G) → [r] defined by assigning colour i to all edges which intersect Vi (i = 1, . . . , r),
and colouring the edges contained in S arbitrarily. Observe that if T is a spanning tree of G,
then for every i ∈ [r], the forest T [Vi ∪ S] has at least |Vi| edges touching Vi, hence at least
|Vi| edges coloured i. Since the total number of edges of T is n − 1, we have that the size
of a maximum colour class is at most (n − 1) − (r − 1)|V1| = |S| − 1 + (n − |S|)/r, hence
Dr(G, Tn) ≤ r(|S| − 1 + (n− |S|)/r − (n− 1)/r) = (r − 1)(|S| − 1). This shows that

Dr(G, Tn) ≤ (r − 1)(sr(G)− 1). (1)

Given (1), it is natural to ask to which extent sr(G) “controls” Dr(G, Tn). Unfortunately,
these two parameters might be arbitrarily far apart. In fact, it is not hard to construct graphs
on n vertices with sr(G) = Θ(n) but Dr(G, Tn) ≤ 1. Indeed, consider the following family
of graphs. A hedgehog with proportion r on n vertices is a clique (“body”) on n/r vertices
(assuming r divides n), each is connected to (r−1) distinct vertices outside the clique (“spikes”;
see Figs. 1a and 1b). It is not hard to see that any balanced r-separator of the hedgehog is
of linear size. By colouring its body with the colour r and the r − 1 spikes emerging from
each vertex of the body by colours 1, . . . , r − 1, one may verify that the r-colour spanning-tree
discrepancy of the hedgehog is 1. This construction can be generalized to obtain graphs of large
minimum degree (and even degree-regular ones) (see Fig. 1c) which still have the property that
their r-separation number is Θ(n) while their spanning-tree discrepancy is only O(1).1 However,
a common notable property of all of these examples is that their vertex connectivity is 1, namely,
that they are not 2-connected.2

Our main result shows that already the (rather weak) requirement of 3-connectivity guaran-
tees that there is a strong relation between balanced r-separations and r-colour spanning-tree
discrepancy, namely, that these two parameters are a constant factor apart from each other.

1Indeed, for d ≥ 5 one may construct such a d-regular “hedgehog” on n vertices as follows. Let m = n/(d+2)
and let H1, . . . , Hm be disjoint (d + 1)-cliques. Remove a single edge from each clique, Hi and connect both of
its endpoints to a new vertex vi. Finally, endow the set v1, . . . , vm with a (d− 2)-expander.

2Here and later, by k-connected, we mean k-vertex-connected.
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The same conclusion is valid for 2-connected graphs in which sr(G) is large enough. These
statements are given in the following theorem.

Theorem 1.1. For every r ≥ 2 there exists C = C(r) > 0 such that the following holds. Let G
be an n-vertex graph satisfying one of the following conditions:

• G is 3-connected,

• G is 2-connected and sr(G) ≥ C
√
n.

Then Dr(G, Tn) ≥ bsr(G)/Cc.

Theorem 1.1 can be interpreted as saying that under very mild assumptions, having small
balanced separations is the only cause of small spanning-tree discrepancy.

We also show that the lower-bound condition on sr(G) in the second item of Theorem 1.1
is essentially tight, as there are 2-connected n-vertex graphs G with sr(G) = Ω(

√
n) and

Dr(G, Tn) ≤ 1.

Proposition 1.2. For every r ≥ 2 there exists c = c(r) > 0 such that for infinitely many
integers n, there exists an n-vertex 2-connected graph G with sr(G) ≥ c

√
n and Dr(G, Tn) ≤ 1.

Theorem 1.1 allows us to determine the spanning-tree discrepancy for many graphs of in-
terest. In particular, it immediately implies all results of [3] concerning the discrepancy of
spanning trees (up to constant factors) and generalises them to any number of colours. Several
new results can also be obtained. Below we give a representative sample of such corollaries.

When applying Theorem 1.1, we need to be able to lower-bound the balanced r-separation
number sr of the graphs in question. As it turns out, it will often be more convenient to lower-
bound other graph parameters, which are in turn lower bounds for sr. One such parameter is
the following. For a graph G, let ι(G) denote its vertex isoperimetric constant, namely,
the minimum of |N(U)|/|U |, taken over all sets U ⊆ V (G) with 0 < |U | ≤ |V (G)|/2, where
N(U) denotes the external neighbourhood of U (namely, the set of vertices outside U which
have a neighbour in U). It is not hard to see that the balanced r-separation number of any
graph is at least of the same order of magnitude as n times its vertex isoperimetric constant.
Indeed, given a balanced r-separation V1 ∪ . . . ∪ Vr ∪ S of G, the size of V1 is (n − |S|)/r and
its neighbourhood is contained entirely in S, meaning that r|S|/(n − |S|) ≥ ι(G) and hence
|S| = Ω(ι(G) · n). Thus, Theorem 1.1 has the following useful corollary:

Corollary 1.3 (Isoperimetry). For every r ≥ 2 there is C = C(r) > 0 such that the following
holds. Let G be an n-vertex graph and suppose either that G is 3-connected, or that G is

2-connected and ι(G) ≥ Cn−1/2. Then Dr(G, Tn) ≥
⌊
ι(G)·n
C

⌋
.

Before proceeding to applications of Corollary 1.3, let us quickly mention another corollary
of a similar flavour, stating that highly-connected graphs have large spanning-tree discrepancy.
Denote by κ(G) the vertex connectivity of G.

Corollary 1.4 (Discrepancy vs. vertex-connectivity). For every r ≥ 2 there is C = C(r) > 0
such that for every connected n-vertex graph G it holds that Dr(G, Tn) ≥ bκ(G)/Cc.

Corollary 1.4 follows immediately from Theorem 1.1, since sr(G) ≥ κ(G) for every graph G.
Similarly, Theorem 1.1 implies that if G is 3-connected and δ(G) ≥ n/r+k for some k > 0, then

Dr(G, Tn) ≥ bk/Cc, since for every graph G it holds that δ(G) ≤ n−sr(G)
r −1+sr(G) ≤ n

r +sr(G).
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In the case r = 2, one does not need the 3-connectivity assumption, because every graph G
with δ(G) ≥ n/2 + k is (2k + 1)-connected.

To see that Corollary 1.4 is tight, consider the graph on the vertex set V with the balanced
r-separation V = V1 ∪ . . . ∪ Vr ∪ S having |S| = k ≤ n/(r + 1), and endow the graph with all
possible edges except for those connecting Vi to Vj for i 6= j. This graph is clearly k-connected,
but according to (1), its spanning-tree discrepancy is at most O(k).

To demonstrate the usefulness of Corollary 1.3, let us apply it to estimate the spanning-
tree discrepancy of random regular graphs. For an integer d ≥ 3, let Gn,d denote the uniform
distribution over the set of all d-regular graphs on n vertices (assuming dn is even). Balogh et
al. [3, Theorem 3] have shown that D2(Gn,d, Tn) = Θ(n) whp. Here we immediately obtain an
extension of this result to any number of colours.

Corollary 1.5 (Random regular graphs). Let G ∈ Gn,d, d ≥ 3. Then Dr(G, Tn) = Θ(n) whp.

Corollary 1.5 follows from Corollary 1.3 by recalling that whp, G ∼ Gn,d is 3-connected
(see, e.g., [14]) and satisfies ι(G) ≥ η for some suitable η > 0 (see [6]).

For large r we can go a step further, determining the asymptotics, as a function of r, of the
multiplicative constant appearing in Corollary 1.5. This is stated in the following theorem:

Theorem 1.6. Let G ∈ Gn,d, d ≥ 3. Then Dr(G, Tn) =
(
d
2 − 1− or(1)

)
n whp. In other words,

whp in every r-colouring of E(G) there is a spanning tree with at least
(
d
2r − o

(
1
r

))
n edges of

the same colour, and the constant d
2r is tight.

Results similar to Corollary 1.5 can be obtained for regular expander graphs. Let G be a
d-regular n-vertex graph, and let λ = λ(G) be the second largest eigenvalue of its adjacency
matrix. It is widely known that a small ratio λ/d implies good expansion properties (for a
survey we refer the reader to [20]). In particular, it follows from [1, Lemma 2.1] (see also [2,
Theorem 9.2.1]) that if d is constant and λ ≤ d − 2 then G is 2-connected and ι(G) ≥ 1/d.
This, together with Corollary 1.3, implies the following.

Corollary 1.7 (Regular expanders). Let G be a d-regular n-vertex graph with d ≥ 3 and
λ ≤ d− 2. Then Dr(G, Tn) = Θd(n).

We remark that a similar statement holds for d� 1 as well by strengthening the assumption
to λ ≤ (1− ε)d for some ε > 0.

As our next application, we determine the spanning-tree discrepancy of the d-dimensional
hypercube, denoted here by Qd.

Corollary 1.8 (The hypercube). Dr(Qd, Tn) = Θ(n/
√

log n) where n = 2d.

The derivation of the lower bound in Corollary 1.8 from Theorem 1.1 follows the same lines
as the derivation of the preceding corollaries. Naturally, we require estimates for the vertex
isoperimetric constant of the hypercube. Such estimates are indeed available [19]. The details
are given in Section 4.

For our final application, we let P dk denote the d-dimensional grid on kd vertices (d ≥ 2).
Balogh et al. [3, Theorem 1.5] have shown that D2(P

2
k , Tn) = Θ(

√
n). Here we obtain a gener-

alisation of this result to every d ≥ 2 and every number of colours.

Corollary 1.9 (d-dimensional grids). Dr(P dk , Tn) = Θ(kd−1) where n = kd, d ≥ 2.
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Again, the proof is achieved by combining Corollary 1.3 with a suitable isoperimetric in-
equality. Such an inequality for the grid was given in [7]. The details appear in Section 4. In
fact, our methods yield similar results for a much wider family of “grid-like” graphs, such as
tori (of dimension d ≥ 2), hexagonal and triangular lattices, etc.

It is natural to ask about the spanning-tree discrepancy of the complete graph Kn. Since dis-
crepancy is monotone with respect to adding edges, this is also the maximum possible spanning-
tree discrepancy that an n-vertex graph can have. As it turns out, the r-colour spanning-tree
discrepancy of Kn is closely related to a certain parameter ϕ(r), defined in terms of covering
the edges of a complete graph by smaller complete graphs. The definition of ϕ(r) is as follows.

Let ϕ(r, n) denote the smallest integer k such that there is a covering of the edges of Kn

with r cliques of size k. In other words, ϕ(r, n) is the smallest integer k for which there is

a collection of k-sets A1, . . . , Ar ∈
([n]
k

)
such that every e ∈

(
[n]
2

)
is contained in Ai for some

i ∈ [r].3 This parameter has been studied by Mills [25] and by Horák and Sauer [21]. In these
works it was shown that the limit ϕ(r) := limn→∞ ϕ(r, n)/n exists and is equal to minn ϕ(r, n)/n
(this minimum is attained for infinitely many n). In particular, ϕ(r, n) ≥ ϕ(r) · n for every
n. The value of ϕ(r) for small r was determined in [21, 25]; for example, ϕ(2) = 1, ϕ(3) = 2

3 ,
ϕ(4) = 3

5 , ϕ(5) = 5
9 , ϕ(6) = 1

2 and ϕ(7) = 3
7 (for the values of ϕ(r) for r ≤ 13, see [25]). A

trivial counting argument shows that ϕ(r) ≥ 1√
r
; indeed, if A1, . . . , Ar ∈

([n]
k

)
cover all pairs in(

[n]
2

)
, then r

(
k
2

)
≥
(
n
2

)
, which gives k ≥ n√

r
− o(n). On the other hand, if r = p2 + p + 1 and

a projective plane of order p exists, then the value of ϕ(r) is known exactly: ϕ(r) = p+1
p2+p+1

(see [15, Section 7] and the references therein). The construction of A1, . . . , Ar as above is
obtained by blowing up a projective plane. By using this result together with known facts
about the existence of projective planes, one can show that ϕ(r) = 1+or(1)√

r
for every r.

Observe that for every n-vertex graph G, one can r-colour the edges of G so that no spanning
tree of G has more than ϕ(r, n)− 1 edges of the same colour. Indeed, setting k = ϕ(r, n), take

A1, . . . , Ar ∈
([n]
k

)
as in the definition of ϕ(r, n), and colour an edge e ∈ E(G) with colour i ∈ [r]

if e ⊆ Ai; such an i always exists because A1, . . . , Ar cover all pairs in
(
[n]
2

)
. Observe that in

this colouring, every edge of colour i is contained in Ai, meaning that any spanning tree of G
contains at most |Ai| − 1 = ϕ(r, n)− 1 edges of colour i, as required.

In the other direction, one can show that in any r-colouring of the edges of Kn, there is a
spanning tree with at least (ϕ(r)− o(1))n edges of the same colour (we shall prove this as part
of a more general result). The construction in the previous paragraph shows that the constant
ϕ(r) is optimal. It would be interesting to obtain an exact result. One might wonder whether
the upper bound ϕ(r, n) − 1 is tight, namely, whether it is true that in every r-colouring of
E(Kn) there is a spanning tree with ϕ(r, n)− 1 edges of the same colour.

As our next theorem, we show that the spanning-tree discrepancy of graphs with certain
expansion properties is essentially as high as that of Kn. In other words, we show that the
optimal bound (ϕ(r)− o(1))n holds for these graphs as well. The precise notion of expansion is
as follows: say that a graph G = (V,E) is a β-graph (for a given β > 0) if |V | ≥ 1/β and there
is an edge in G between every pair of disjoint sets U,W ⊆ V with |U |, |W | ≥ β|V | (cf. [13]).
One remarkable class of such expanders is (n, d, λ)-graphs, where λ/d ≤ β2 (for an overview of

3We remark that this definition can be extended to arbitrary graphs, and that the resulting parameter is
related to sr(G). Indeed, let ϕ(r,G) be the smallest integer k such that there exist A1, . . . , Ar ∈

(
V (G)

k

)
for which

for every e ∈ E(G) there is j ∈ [r] with e ⊆ Aj . It is not hard to verify that sr(G) = Θr(ϕ(r,G)− n/r).
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(n, d, λ)-graphs, we refer the reader to [23]). Thus, the following theorem gives an example of
sparse (i.e., having linearly many edges) graphs with nearly-optimal spanning-tree discrepancy.
We note that a β-graph G need not be connected, as for example it may have up to β|V (G)|−1
isolated vertices. Hence, when studying the spanning-tree discrepancy of β-graphs, we need to
explicitly assume that the graphs in question are connected.

Theorem 1.10 (β-graphs). For every r ≥ 2 and ε > 0 there is β = β(r, ε) > 0 such that
every connected n-vertex β-graph G satisfies the following: in any r-colouring of E(G) there is
a spanning tree with at least (ϕ(r)− ε) · n edges of the same colour.

In light of the above discussion, Theorem 1.10 can be interpreted as saying that β-graphs
essentially achieve the maximum possible r-colour spanning-tree discrepancy of any graph on
the same number of vertices.

It is worth noting that a relation of a similar flavour — that is, between a “covering-pairs”
type parameter and a multicolour Ramsey-type problem — was demonstrated in [8].

1.2 Discrepancy of Hamilton Cycles

Hamilton cycles are among the most well-studied objects in graph theory, boasting many hun-
dreds of papers. Here we study the multicolour discrepancy of Hamilton cycles in dense graphs.
One of the main results of [3] establishes that for every ε > 0, every n-vertex graph G with
minimum degree at least (34 + ε)n satisfies D2(G,Hn) = Ω(n), and that moreover, the fraction
3
4 is best possible. Here we generalise this result to any number of colours.

Theorem 1.11. Let r ≥ 2 and 0 ≤ d ≤ n
28r2

, and let G be a graph with n ≥ n0(r) vertices

and minimum degree at least (r+1)n
2r + d. Then in every r-colouring of the edges of G there is a

Hamilton cycle with at least n
r + 2d edges of the same colour.

We remark that the same result has been very recently independently obtained by Freschi,
Hyde, Lada and Treglown [12]. Our proof is entirely different from the one given in [12], and
gives a slightly better dependence of the bound on d.

The constant r+1
2r in Theorem 1.11 is optimal, that is, it cannot be replaced with any smaller

constant. Indeed, we now describe an n-vertex graph with minimum degree (r+1)n
2r (assuming

2r divides n) which may be r-coloured such that each Hamilton cycle has exactly n
r edges of

each colour.4 Let G be the graph on the vertex set V = V1 ∪ . . . ∪ Vr, where V1, . . . , Vr are
disjoint sets, |Vi| = n

2r for i < r and |Vr| = (r+1)n
2r . The edges of G are all pairs touching Vr.

Note that the minimum degree of G is δ(G) = |Vr| = (r+1)n
2r . For each 1 ≤ i ≤ r − 1, we colour

the edges between Vi and Vr in colour i, and the rest of the edges in colour r (See Fig. 2). It
is easy to see that any Hamilton cycle in G has two edges touching every vertex in any Vi,
i = 1, . . . , r− 1, and these edges are distinct for distinct vertices. Thus, the number of edges in
any colour is exactly n

r .
In the same construction, every perfect matching has exactly n

2r edges touching Vi (i =
1, . . . , r− 1), and thus coloured i; this leaves exactly n

2r edges for colour r. On the other hand,
looking again at Theorem 1.11, under its assumptions, we are guaranteed to find a Hamilton
cycle with at least one biased colour (colour 1, say), namely, in which at least n

r + 2d edges are
coloured 1. If n is even, this Hamilton cycle can be decomposed into two perfect matchings;
one of these perfect matchings will have at least n

2r + d edges in colour 1. Thus, we obtain the
following result:

4The same construction appears in [12].
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Figure 2: A 4-coloured graph on n vertices. Each of the small bulbs represents a set of n/8
vertices, and the large bulb in the middle represents a set of 5n/8 vertices. In this graph
every Hamilton cycle has exactly n/4 edges coloured in each of the four colours, and every
perfect matching has exactly n/8 edges coloured in each of the four colours.

Corollary 1.12. Let r ≥ 2 and 0 ≤ d ≤ n
28r2

, and let G be a graph with n ≥ n0(r) vertices

(n even) and minimum degree at least (r+1)n
2r + d. Then in every r-colouring of the edges of G

there is a perfect matching with at least n
2r + d edges of the same colour.

The constant r+1
2r in Corollary 1.12 is again optimal, as shown by the above example. Finally,

let us note that in Theorem 1.11 and Corollary 1.12, n0(r) depends (only) polynomially on r.

Organisation In Section 2 we prove Theorem 1.1 and Proposition 1.2. Theorem 1.6 is proved
in Section 3, and in Section 4 we give the full details of the proofs of Corollaries 1.8 and 1.9.
Theorem 1.10 is proved in Section 5, and finally in Section 6 we establish Theorem 1.11.

Notation and terminology Let G = (V,E) be a graph. For two vertex sets U,W ⊆ V we
denote by EG(U) the set of edges of G spanned by U and by EG(U,W ) the set of edges having
one endpoint in U and the other in W . The degree of a vertex v ∈ V is denoted by dG(v), and
we write dG(v, U) = |EG({v}, U)|. We let δ(G) and ∆(G) denote the minimum and maximum
degrees of G. When the graph G is clear from the context, we may omit the subscript G in the
notations above.

If f, g are functions of n we write f � g if f = O(g) and f � g if f = Ω(g). For simplicity and
clarity of presentation, we often make no particular effort to optimise the constants obtained
in our proofs and omit floor and ceiling signs whenever they are not crucial.

2 Proof of Theorem 1.1 and Proposition 1.2

The goal of this section is to prove Theorem 1.1 and Proposition 1.2, starting with the former.
Let us introduce some definitions and terminology which will be used in the proof. Let r ≥ 2, let
G be a graph, and let f : E(G)→ [r] be an r-colouring of the edges of G. For each 1 ≤ i ≤ r, let
Gi be the spanning graph of G consisting of the edges of colour i. Connected components of Gi
will be called colour-i components. We use Ci to denote the set of all colour-i components. For
a vertex v ∈ V (G), we denote by Ci(v) the unique colour-i component containing v. Crucially,
define H = H(G, f) to be the r-partite r-uniform multi-hypergraph with sides C1, . . . , Cr, where
for each v ∈ V (G) we add the hyperedge (C1(v), . . . , Cr(v)) ∈ C1 × · · · × Cr (see Fig. 3). Note
that |E(H)| = |V (G)|, and that dH(C) = |C| for every C ∈ V (H). In what follows, we will
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Figure 3: A 3-coloured 4-clique and its “dual” 3-partite 3-uniform multi-hypergraph.

denote vertices of H by capital letters, while vertices of G will be denoted by lowercase letters.
For a vertex v ∈ V (G), we will denote by ev the hyperedge of H corresponding to v; and vice
versa, for a hyperedge e ∈ E(H), we will denote by ve the corresponding vertex of G. We will
need the following very simple observation.

Observation 2.1. For u, v ∈ V (G), if eu ∩ ev = ∅ then {u, v} /∈ E(G).

Proof. Suppose that {u, v} ∈ E(G) and let j ∈ [r] be the colour of {u, v}. Then Cj(u) =
Cj(v) ∈ eu ∩ ev, so eu ∩ ev 6= ∅.

It turns out that the hypergraph construction H(G, f) is precisely what is needed to prove
Theorem 1.1. It is worth noting that this construction has already been used in prior works,
see e.g. the surveys [15, Section 7] and [18].

A walk in a hypergraph H is a sequence of (not necessarily distinct) vertices v1, . . . , vk such
that for every 1 ≤ i ≤ k − 1, there is a hyperedge of H containing vi, vi+1. We say that H is
connected if there is a walk between any given pair of vertices, or |V (H)| = 1.

Lemma 2.2. If G is connected then so is H = H(G, f).

Proof. Let X,Y ∈ V (H). Fix arbitrary x ∈ X, y ∈ Y . Since G is connected, it contains a path
x = z0, z1, . . . , zk = y between x and y. For each 0 ≤ j ≤ k− 1, let ij be the colour of the edge
{zj , zj+1} ∈ E(G), and let Zj be the colour-ij component containing this edge. Observe that
for every 0 ≤ j ≤ k − 2, either {zj , zj+1} and {zj+1, zj+2} have the same colour, in which case
Zj = Zj+1, or Zj and Zj+1 are contained together in a hyperedge of H, namely the hyperedge
ezj+1 corresponding to the vertex zj+1 ∈ Zj∩Zj+1. Similarly, the hyperedge ex contains both X
and Z0, and the hyperedge ey contains both Y and Zk (it is possible that X = Z0 or Y = Zk).
It is now easy to see that X,Z0, . . . , Zk, Y is a walk in H between X and Y , as required.

We now introduce some additional definitions related to the hypergraph H = H(G, f).
Throughout this section, we assume that G is connected, which in turn implies that H is
connected as well (by Lemma 2.2). We say that H is trivial if H has exactly one vertex in each
part. We assume that H is not trivial (otherwise, G has a monochromatic spanning tree (in fact,
a spanning tree in every colour), and this case will be trivial when proving Theorem 1.1). A leaf
is a hyperedge which contains at most one vertex of degree at least 2. (Observe that ev is a leaf
if and only if all edges of G touching v have the same colour.) Note that since H is connected
and not trivial, every hyperedge of H must contain at least one vertex of degree at least 2,
so a leaf in H contains exactly one such vertex. Let H0 = H0(G, f) be the subhypergraph of
H obtained by deleting, for each leaf e of H, all (r − 1) vertices of e which have degree 1 (in

9



particular, we delete the hyperedge e). Note that deleting a leaf from a connected hypergraph
leaves it connected, and hence H0 is connected. For X ∈ V (H0), denote by L(X) the set of
leaves of H in which the unique vertex of degree at least 2 is X.

Lemma 2.3. Suppose that G is k-connected, for k ≥ 1. Let X ∈ V (H0) be such that L(X) 6= ∅.
Then either dH0(X) ≥ k, or every hyperedge of H contains X.

Proof. Suppose, for the sake of contradiction, that 0 ≤ ` := dH0(X) ≤ k − 1 and that there is
a hyperedge of H which does not contain X. Let e1, . . . , e` ∈ E(H0) be the only hyperedges of
H0 containing X. For 1 ≤ i ≤ `, let vi ∈ V (G) be such that ei = evi , and set S = {v1, . . . , v`}.

Let U be the set of u ∈ V (G) such that eu ∈ L(X), and note that U 6= ∅ as L(X) 6= ∅ by
assumption. Set W := V (G) \ (U ∪ S). Observe that W is precisely the set of w ∈ V (G) such
that X /∈ ew, since every hyperedge which contains X is either in E(H0) (and hence equals evi
for some 1 ≤ i ≤ `) or belongs to L(X). It follows that W 6= ∅, since by assumption there is a
hyperedge of H which does not contain X. We now show that in G there are no edges between
U and W , which would mean that S is a vertex-cut of G, in contradiction to the assumption
that G is k-connected. Let u ∈ U,w ∈ W . Observe that eu ∩ ew = ∅. Indeed, X /∈ eu ∩ ew,
because X /∈ ew as w ∈W . Also, all vertices in eu \ {X} have degree one in H (as eu ∈ L(X)),
hence they cannot belong to ew. So by Observation 2.1, {u,w} /∈ E(G), as required.

Using Lemma 2.3, we now show that if G is 2-connected then H0 cannot have leaves.

Lemma 2.4. If G is 2-connected then H0 has no leaves.

Proof. Suppose by contradiction that H0 has a leaf e. Since e is not a leaf of H (by definition
of H0), there are distinct X,Y ∈ e with dH(X), dH(Y ) ≥ 2. Since e is a leaf in H0, at least one
of X,Y must have degree 1 in H0; say dH0(X) = 1 without loss of generality. Then L(X) 6= ∅.
By Lemma 2.3, every hyperedge of H contains X. However, this is impossible. Indeed, fix any
hyperedge e′ ∈ E(H) \ {e} with Y ∈ e′; such e′ exists because dH(Y ) ≥ 2. Now, if e′ ∈ E(H0)
then X /∈ e′ since dH0(X) = 1. And if e′ /∈ E(H0) then e′ ∈ L(Y ) and again X /∈ e′. We arrived
at a contradiction, proving the lemma.

We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. Let G be a 2-connected graph on n vertices. It will be convenient to
prove the theorem in the following (perhaps slightly convoluted) form: sr(G) = O(rd + r2),
where d is defined as:

d :=

{
Dr(G, Tn) G is 3-connected,

max
{
Dr(G, Tn),

√
rn
}

otherwise.

Since Dr(G, Tn) ≤ d, there exists an r-colouring of the edges of G in which there is no spanning
tree with more than n−1+d

r edges of the same colour. Fixing one such colouring f , we claim

that |Ci| ≥ (r−1)n+1−d
r for every 1 ≤ i ≤ r (recall that Ci is the set of colour-i components).

Indeed, by taking a spanning tree of each colour-i component, and connecting these spanning
trees using edges of other colours (this is possible because G is connected), we obtain a spanning
tree of G with n− |Ci| edges of colour i. Thus, our assumption implies that n− |Ci| ≤ n−1+d

r ,

and hence |Ci| ≥ (r−1)n+1−d
r , as claimed.
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Let H = H(G, f) and H0 = H0(G, f) be the r-partite r-uniform multi-hypergraphs defined
above. Recall that |E(H)| = |V (G)| = n. By Lemma 2.2, H is connected (and hence so is H0).

Trivially, |V (H)| = |C1|+ · · ·+ |Cr|. As |Ci| ≥ (r−1)n−d
r for every 1 ≤ i ≤ r, we have

|V (H)| ≥ (r − 1)n− d. (2)

Observe that since H0 is obtained from H by deleting leaves, we have |V (H0)| =
|V (H)| − (r − 1) · (|E(H)| − |E(H0)|) = |V (H)| − (r − 1)n+ (r − 1) · |E(H0)|. Now, using (2),
we get:

|V (H0)| ≥ (r − 1) · |E(H0)| − d. (3)

Recalling the statement of Lemma 2.3, we now observe that the second option in the con-
clusion of the lemma is impossible, as it would imply that one of the parts C1, . . . , Cr contains
just one vertex (namely, X), in contradiction to the fact that |Ci| ≥ (r−1)n+1−d

r > 1 for every
1 ≤ i ≤ r. Hence, we have the following:

Claim 2.5. If G is 3-connected, then for every X ∈ V (H0) with L(X) 6= ∅, it holds that
dH0(X) ≥ 3.

Next, we show that by omitting O(d) hyperedges, one can obtain a spanning subhypergraph
H1 of H0 in which all vertex degrees are not larger than 2, and every hyperedge contains at
least r− 2 vertices of degree 1 (and hence at most 2 vertices of degree 2). It is easy to see that
a hypergraph with these properties is a disjoint union of loose paths and cycles5. We will in
fact also guarantee that every vertex X ∈ V (H0) with dH0(X) ≥ 3 is isolated in H1.

Claim 2.6. There exists a spanning subhypergraph H1 of H0 with |E(H1)| ≥ |E(H0)| − 8d,
having the following properties:

1. The maximum degree in H1 is at most 2. Furthermore, for every X ∈ V (H0), if
dH0(X) ≥ 3 then dH1(X) = 0.

2. Every hyperedge of H1 contains at least r − 2 vertices of degree 1 (in H1).

Proof. Define A := {X ∈ V (H0) : dH0(X) = 1} and B := {X ∈ V (H0) : dH0(X) ≥ 2}. We
have V (H0) = A ∪ B. By Lemma 2.4, every hyperedge of H0 contains at least 2 vertices from
B, and hence at most r − 2 vertices from A. For every 2 ≤ i ≤ r, let ti be the number of
hyperedges of H0 which contain exactly i vertices from B (and hence exactly r− i vertices from
A). Then t2 + · · ·+ tr = |E(H0)|. By the definition of A, we have

|A| =
r∑
i=2

(r − i) · ti ≤ (r − 2) · |E(H0)|. (4)

On the other hand,

2|V (H0)| − |A| = |A|+ 2|B| ≤
∑

X∈V (H0)

dH0(X) = r · |E(H0)|.

5Recall that an r-uniform loose path (resp. cycle) is an r-uniform hypergraph obtained from a (2-uniform)
path (resp. cycle) by adding r − 2 “new” vertices to each of its edges, with distinct edges receiving disjoint sets
of new vertices. Cycles may have length two.
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So we get that |A| ≥ 2|V (H0)| − r · |E(H0)| ≥ (r − 2) · |E(H0)| − 2d, where the last inequality
uses (3). Next, observe that

r∑
i=3

ti ≤
r∑
i=3

(i− 2) · ti = (r − 2) ·
r∑
i=2

ti −
r∑
i=2

(r − i) · ti = (r − 2) · |E(H0)| − |A| ≤ 2d,

where the last equality uses the equality from (4). So we see that in H0 there are at most 2d
hyperedges which contain more than 2 vertices of degree at least 2. Let E1 be the set of such
hyperedges, and note that |E1| ≤ 2d.

Next, let us handle high-degree vertices. For each i ≥ 1, let mi be the number of vertices
X ∈ V (H0) satisfying dH0(X) = i. Then∑

i≥1
mi · i = r · |E(H0)| (5)

and ∑
i≥1

mi = |V (H0)| ≥ (r − 1) · |E(H0)| − d, (6)

where the inequality is (3). Subtracting (6) from (5), we obtain∑
i≥2

mi · (i− 1) ≤ |E(H0)|+ d. (7)

Next, note that m1 = |A| and hence m1 ≤ (r − 2) · |E(H0)| by (4). Combining this with (6),
we see that

∑
i≥2mi ≥ |E(H0)| − d. Now, subtracting this inequality from (7), we obtain∑

i≥2
mi · (i− 2) ≤ 2d. (8)

From (8) it follows, in particular, that
∑

i≥3mi ≤ 2d. Multiplying this inequality by two and
adding the result to (8), we get that∑

i≥3
mi · i =

∑
i≥3

mi · (i− 2) + 2 ·
∑
i≥3

mi ≤ 6d.

Now observe that
∑

i≥3mi · i is an upper bound on the number of hyperedges of H0 which
contain a vertex of degree at least 3. Let E2 be the set of such hyperedges (so |E2| ≤ 6d). By
deleting from H0 the hyperedges in E1 ∪ E2, we obtain a hypergraph satisfying Items 1–2 in
the claim. Furthermore, the number of deleted hyperedges is at most 8d, as required.

For 1 ≤ i ≤ r, define Li :=
⋃
X∈Ci∩V (H0)

L(X). In other words, Li is the set of leaves of H
whose (unique) vertex of degree at least 2 belongs to Ci. Note that

n = |E(H)| = |E(H0)|+ |L1|+ · · ·+ |Lr|. (9)

Claim 2.7. |Li| ≤ n+d
r for every 1 ≤ i ≤ r.

Proof. Observe that for a vertex v ∈ V (G), we have ev ∈ Li if and only if all edges of G touching
v have colour i. Say that a vertex-set inG is i-monochromatic if every edge ofG which is incident
to a vertex from that set is coloured i. Observe that if U ( V is i-monochromatic then every
spanning tree of G has at least |U | edges coloured i. Indeed, fix any spanning tree of G and fix
a vertex in V \U to be the root of the tree. Orient all edges towards that root. Every vertex in
U has a unique outgoing edge in the tree, and this edge has colour i. Now, let U be the vertices
in G corresponding to hyperedges in Li. Then U is i-monochromatic, hence |Li| ≤ n−1+d

r .
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To complete the proof, we need to find a balanced r-separator of G of size O(rd + r2). In
the following claim, we essentially achieve this task by finding a partition of the edges of H
which (roughly) corresponds to such a separator. We then explain how to conclude using this
claim.

Claim 2.8. There exists a partition E(H) = E1 ∪ · · · ∪ Er ∪ F such that:

1. |F | = O(d+ r), and |Ei| ≤ n+d
r + 2 for every 1 ≤ i ≤ r.

2. ei ∩ ej = ∅ for every 1 ≤ i < j ≤ r and ei ∈ Ei, ej ∈ Ej.

Proof. It will be convenient to construct the sets E1, . . . , Er, F gradually, i.e. by placing various
elements in one of these sets at certain stages in the proof. The final sets E1, . . . , Er, F form
the required partition.

Let H1 be a spanning subhypergraph of H0 satisfying the assertion of Items 1–2 in Claim 2.6.
Put all hyperedges in E(H0) \ E(H1) into F . Claim 2.6 guarantees that there are at most 8d
such hyperedges.

Let M be the set of vertices X ∈ V (H0) with |L(X)| > d/r. Since
∑

X∈V (H0)
|L(X)| =∑r

i=1 |Li| ≤ |E(H)| = n, we have |M | < nr/d. In particular, if G is not 3-connected, then our
choice of d for that case guarantees that |M | < d. For each 1 ≤ i ≤ r and X ∈ Ci∩M , place into
Ei all elements of L(X). Then at the moment we have Ei ⊆ Li, and hence |Ei| ≤ |Li| ≤ n+d

r by
Claim 2.7. Moreover, the current E1, . . . , Er satisfy the assertion of Item 2 because for every
1 ≤ i < j ≤ r, no two hyperedges ei ∈ Li, ej ∈ Lj intersect.

Let H2 be the subhypergraph of H1 obtained by deleting from it all vertices belonging to
M . Put in F all hyperedges of H1 which touch vertices of M . Since the maximum degree of H1

is at most 2 (by Item 1 in Claim 2.6), the number of such hyperedges is at most 2|M |, which
is less than 2d in the case that G is not 3-connected. If, on the other hand, G is 3-connected,
then there are no hyperedges of H1 whatsoever which touch vertices of M . Indeed, this follows
from Claim 2.5, which implies that if X ∈M then dH0(X) ≥ 3, and Item 1 of Claim 2.6, which
guarantees that dH1(X) = 0 for each such X. We conclude that in any case, the number of
hyperedges added to F at this step is less than 2d, and hence |F | = O(d) at this moment.

Since H2 is a subhypergraph of H1, it also satisfies the assertion of Items 1–2 in Claim 2.6.
As mentioned above, this means that H2 is a disjoint union of loose paths and cycles (some
components may be isolated vertices, and cycles may have length 2). Let P1, . . . , P` be the
connected components of H2 (each being a loose path or cycle). We now go over P1, . . . , P`
in some order, and, when processing Pk, do as follows. Let X1, . . . , Xt be the vertices of Pk,
ordered so that each hyperedge of Pk is a (possibly cyclic) interval in this order (such an ordering
exists since Pk is a loose path or cycle). Fix 1 ≤ i ≤ r such that |Ei| ≤ n

r at this moment
(such an 1 ≤ i ≤ r evidently has to exist, as E1, . . . , Er ⊆ E(H) are disjoint and |E(H)| = n).
Let j be the largest integer 1 ≤ j ≤ t with the property that adding to Ei all hyperedges in
E′ := E({X1, . . . , Xj}) ∪ L(X1) ∪ · · · ∪ L(Xj) does not increase the size of Ei beyond n+d

r + 2.
Here E({X1, . . . , Xj}) denotes the set of edges of Pk contained in {X1, . . . , Xj}. Observe that
j is well-defined, because |L(X1)| ≤ d/r (as X1 /∈ M), and because 1 ≤ i ≤ r was chosen so
that Ei is not larger than n

r before this step. If j = t, in which case we added to Ei all edges
in E(Pk) ∪

⋃
X∈Pk

L(X), then we simply continue to the next connected component. Suppose
now that j < t. Then it must be the case that after placing E′ into Ei, the size of Ei exceeds
n
r , because otherwise we could also add to Ei the set L(Xj+1) and all (at most 2) hyperedges in
E({X1, . . . , Xj+1}) containing Xj+1, thus increasing |Ei| by at most |L(Xj+1)|+2 ≤ d/r+2, in
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contradiction to the maximality of j. We will say that Ei is saturated whenever |Ei| > n
r . Place

in F any hyperedges e ∈ E(Pk) satisfying e ∩ {X1, . . . , Xj} 6= ∅ and e ∩ {Xj+1, . . . , Xt} 6= ∅,
of which there are at most 2, and put Pk[{Xj+1, . . . , Xt}] into the list of connected components
to be processed. The fact that we remove such hyperedges e guarantees that the assertion of
Item 2 will be satisfied. Note that if Ei becomes saturated, then no more hyperedges will be
added to it at any later stage. Since each Ei (1 ≤ i ≤ r) can become saturated only once, the
overall number of edges added to F in this process is at most 2r. Hence, at the end of the
process we have |F | ≤ O(d) + 2r = O(d+ r). This completes the proof of the claim.

We now complete the proof using Claim 2.8. Let E(H) = E1 ∪ · · · ∪ Er ∪ F be a partition
satisfying Items 1–2 in that claim. We have min{|E1|, . . . , |Er|} ≥ n− (r−1) · (n+dr +2)−|F | =
n
r − O(d + r). Hence, by moving at most O(rd + r2) elements from E1, . . . , Er to F , we
may assume that |E1| = · · · = |Er|. Now, put Vi := {ve : e ∈ Ei} (for 1 ≤ i ≤ r) and
S := {ve : e ∈ F}. Then |S| = |F | = O(rd+ r2) and |V1| = · · · = |Vr|. For each 1 ≤ i < j ≤ r,
combining Observation 2.1 with Item 1 in Claim 2.8 yields that G has no edges between Vi
and Vj . It follows that F is a balanced r-separator of G of size O(rd + r2), as required. This
completes the proof.

2.1 Tightness: Proof of Proposition 1.2

The goal of this section is to show that the lower bound on the balanced r-separation number
of the graph that appears in Theorem 1.1 is essentially tight. This is achieved by proving
Proposition 1.2. To this end, we shall construct an n-vertex graph G with sr(G) = Ω(

√
n) and

Dr(G, Tn) ≤ 1. The graph will be a clique cycle, namely, a cycle (of length Θ(
√
n)) with a

disjoint clique attached to each of its edges (see Fig. 4). Such graphs are obviously 2-connected.
We will have to choose the sizes of the hanging cliques carefully; indeed, if the cliques are
of equal sizes, say, then one could easily construct a balanced r-separator of size O(r). We
will also have to ensure that the clique sizes allow a balanced colouring that guarantees small
discrepancy.

For the first task (i.e., forcing a large balanced r-separator) we shall use the next technical

lemma. For integers 0 ≤ x < k and 0 ≤ i < k let ak,xi = x if i < x and ak,xi = k + x otherwise.

One can easily verify that for every 0 ≤ x < k we have
∑k−1

i=0 a
k,x
i = k2. Fix r ≥ 2. Let

x = (x1, . . . , xr) be a vector of strictly increasing nonnegative integers, and let k > xr (so
k ≥ r). Write R := max{r, xr}. Set µ = µ(x) := 1

r

∑r
j=1 xj and assume that x is such that

µ is not an integer. For 0 ≤ i < rk write i = qir + ti for 0 ≤ qi < k and 0 ≤ ti < r, and set

bk,xi = a
k,xti
qi . Note that

rk−1∑
i=0

bk,xi =

k−1∑
q=0

r−1∑
t=0

ak,tq =

r−1∑
t=0

k−1∑
q=0

ak,tq = rk2. (10)

For I ⊆ {0, 1, . . . , rk − 1} write ΣI =
∑

i∈I b
k,x
i for the “sum” of I, and let D(I) =

∣∣ΣI − k2∣∣
denote its “discrepancy”, namely, the deviation of its sum from the “mean” k2. Let C(I) denote
the number of connected components of subgraph of the cycle Crk spanned by the vertex set
I, that is, the number of disjoint consecutive (cyclic) intervals of I in Z/(rk)Z. The following
lemma shows that every index set either spans many disjoint intervals or has large discrepancy.

Lemma 2.9. For every I ⊆ {0, 1, . . . , rk − 1} we have D(I) + C(I) ·R2 ≥ k/r − 3R4.
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Proof. Let X be the set of indices i ∈ {0, 1, . . . , rk − 1} satisfying bk,xi < k. Note that |X| =
rµ ≤ R2. Set I ′ = I \X and note that D(I) ≥ D(I ′) − R3 and C(I) ≥ C(I ′) − R2. Observe
that for every interval Y ⊆ {0, 1, . . . , rk − 1} there exists a set J(Y ) ⊆ {0, . . . , r − 1} and a

nonnegative integer α(Y ) such that |{i ∈ Y | bk,xi = j}| = α(Y ) + 1j∈J(Y ). Let Y1, . . . , YC(I′)

be the connected components of I ′. For every subset J ⊆ {0, . . . , r − 1} let AJ be the set of
components Y of I ′ for which J(Y ) = J . Note that for Y ∈ AJ we have

ΣY = (k + µ)|Y |+
∑
j∈J

(j − µ),

hence
ΣI ′ =

∑
J

∑
Y ∈AJ

ΣY = (k + µ)|I ′|+
∑
Y

∑
j∈J(Y )

(j − µ).

Note also that for each Y we have
∣∣∣∑j∈J(Y )(j − µ)

∣∣∣ ≤ rxr ≤ R2, thus

(k + µ)|I ′| − |C(I ′)| ·R2 ≤ ΣI ′ ≤ (k + µ)|I ′|+ |C(I ′)| ·R2.

Suppose that |I ′| ≤ k − dµe. Then

ΣI ′ ≤ k2 − k(dµe − µ)− µdµe+ C(I ′) ·R2,

hence D(I ′) + C(I ′) ·R2 ≥ k/r. Suppose now that |I ′| ≥ k − bµc. Then

ΣI ′ ≥ k2 + k(µ− bµc)− µbµc − C(I ′) ·R2,

hence D(I ′) + C(I ′) ·R2 ≥ k/r −R2. To conclude, we have

D(I) + C(I) ·R2 ≥ D(I ′)−R3 + C(I ′) ·R2 −R4 ≥ k/r −R2 −R3 −R4 ≥ k/r − 3R4.

Assume from now that k � R (more precisely, R is constant and k → ∞). We proceed
by constructing a clique cycle G on n = rk2 + rk = Θr(k

2) vertices with sr(G) = Ωr(
√
n) and

Dr(G, Tn) ≤ 1. The construction depends on a vector x = (x1, . . . , xr) whose entries are strictly
increasing nonnegative integers and for which µ = µ(x) is not an integer. Start with a vertex
set W = {w0, . . . , wrk−1} of size rk (the cycle), and let A0, . . . , Ark−1 be vertex sets with the
following properties: (a) Ai ∩W = {wi, wi+1} for every 0 ≤ i < rk (here and in the rest of
this section, indices are taken modulo rk); (b) A′i := Ai \ {wi, wi+1} are pairwise disjoint for

0 ≤ i < rk; and (c) |A′i| = bk,xi . The vertex set of G is V (G) = A0∪ . . .∪Ark−1 (hence, by (10),
|V (G)| = rk2 + rk), and G is obtained by letting each Ai (0 ≤ i < rk) be a clique, with no
futher edges (see Fig. 4). As mentioned earlier, G is 2-connected. The proof of Proposition 1.2
would follow from the next two claims.

Claim 2.10. sr(G) = Ωr(
√
n).

Proof. Let V (G) = V1∪· · ·∪Vr∪S be a balanced r-separation and let s := |S|. For j ∈ [r] set Ij
to be the set of indices 0 ≤ i < rk such that Ai∩Vj 6= ∅ (and hence Ai ⊆ Vj∪S). We may assume
without loss of generality that ΣIj =

∑
i∈Ij |A

′
i| is maximised for j = 1, and thus ΣI1 ≥ k2 and

|I1| ≥ k2/(k+R) = k(1−o(1)). By Lemma 2.9 we have that ΣI1 ≥ k2 +k/r−(C(I1)+3R2)R2.
Since C(I1) ≤ 1 + |S| we have that ΣI1 ≥ k2 + k/r − (s+ 4R2)R2. It follows that

k2+k− s
r

=
n− s
r

= |V1| = |V1∪S|−|S| ≥ ΣI1+|I1|−s ≥ k2+
k

r
−(s+4R2)R2+k ·(1−o(1))−s,
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(a) A 2-coloured clique cycle on 84 = 2 · 62 + 2 · 6
vertices, constructed using x = (0, 1).

(b) A 3-coloured clique cycle on 60 = 3 · 42 + 3 · 4
vertices, constructed using x = (0, 1, 3).

Figure 4: Clique cycles.

hence

k2 + k ≥ k2 + k ·
(

1

R
+ 1− o(1)

)
− s ·

(
1 +R2 − 1

R

)
− 4R4,

and therefore

s ≥
(
k ·
(

1

R
− o(1)

)
− 4R4

)
·
(

1 +R2 − 1

R

)−1
≥ k

R4
= Ωr(

√
n),

where the second inequality holds for large enough k.

Claim 2.11. Dr(G, Tn) ≤ 1.

Proof. Define a colouring f : E(G) → [r] as follows: f({u, v}) = ti if and only if {u, v} is an
edge of G[Ai]. We begin by calculating the number of components of each colour. Recall that
we use Cj to denote the set of all colour-j components. The number of components of colour
j ∈ [r] is the number of cliques coloured j (there are k such cliques), plus the number of vertices
which are not in cliques coloured j. That is,

|Cj | = k +
∑

0≤i<rk
ti 6=j

|A′i|+ (r − 2)k = (r − 1)k2 + (r − 1)k =
r − 1

r
· n.

Observe that in every spanning tree of G, the number of edges of colour j is at most n− |Cj | =
n/r. Thus Dr(G, Tn) ≤ r · (n/r − (n− 1)/r) = 1.

3 Spanning-Tree Discrepancy in Random Regular Graphs

In this section we prove Theorem 1.6. We begin with the following useful fact, which appears
as Corollary 2.15 in [5].

Lemma 3.1 ([5]). For every d ≥ 3 there is C = C(d) such that the following holds. Let
G ∈ Gn,d, and let E0 be a set of pairs of vertices of G of size at most 0.49nd. Then the

probability that E0 ⊆ E(G) is at most
(
C
n

)|E0|
.
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We now use Lemma 3.1 to show that whp, all small enough subgraphs of Gn,d are quite
sparse; or, equivalently, that no small edge-set E0 ⊆ E(Gn,d) spans few vertices.

Lemma 3.2. For every d ≥ 3 and ε > 0 there is α = α(d, ε) > 0 such that whp G ∈ Gn,d
satisfies the following. For every E0 ⊆ E(G) of size at most αn, the number of vertices spanned
by E0 is at least (1− ε)|E0|.

Proof. Choose α = α(d, ε) > 0 to satisfy e2 · C · αε ≤ 1
2 , where C = C(d) is from Lemma 3.1.

Fixing 1 ≤ m ≤ αn, let us estimate the probability that there is a set of less than (1 − ε)m
vertices which span (at least) m edges. By the union bound and Lemma 3.1, this probability
is at most(

n

(1− ε)m

)
·
(((1−ε)m

2

)
m

)
·
(
C

n

)m
≤
(

en

(1− ε)m

)(1−ε)m
·
(em

2

)m
·
(
C

n

)m
≤
(
e2 · C ·mε

nε

)m
,

where in the first inequality we used the estimate
(
n
k

)
≤
(
en
k

)k
and the (obvious) fact that(

(1−ε)m
2

)
≤ m2

2 , and in the second inequality we used the bound ( 1
1−ε)

1−ε ≤ 2, which holds for
every ε ∈ (0, 1). We conclude that the probability that there exists E0 violating the statement
of the lemma is at most

αn∑
m=1

(
e2 · C ·mε

nε

)m
.

It is easy to see that for m in the range 1 ≤ m ≤
√
n, say, the corresponding sum is o(1). As

for the range
√
n ≤ m ≤ αn, we use our choice of α to obtain

αn∑
m=
√
n

(
e2 · C ·mε

nε

)m
≤

αn∑
m=
√
n

(
e2 · C · αε

)m ≤ αn∑
m=
√
n

(
1

2

)m
= o(1),

as required. This completes the proof of the lemma.

Another fact we need regarding random regular graphs concerns the distribution of short
cycles. It easily follows from Lemma 3.1 that for every fixed k, the expected number of k-cycles
in Gn,d can be upper bounded by a function of k. (In fact, much more precise results are known;
see, e.g., Theorem 2.5 in [28] and the references therein.) Using Markov’s inequality, we obtain
the following (relatively weak, though sufficient for our purposes) fact:

Lemma 3.3. For every fixed k, the number of cycles of length at most k in Gn,d is o(n) whp.

We now combine Lemmas 3.2 and 3.3 to show that whp, every small enough edge-set in
Gn,d can be made into (the edge-set of) a forest by omitting only a small fraction of its elements.

Lemma 3.4. For every d ≥ 3 and ε > 0 there is β = β(d, ε) > 0 such that whp G ∈ Gn,d
satisfies the following. For every E∗ ⊆ E(G) of size at most βn, there is F ⊆ E∗, |F | ≥
(1− ε)|E∗|, such that F is the edge-set of a forest.

Proof. We prove the lemma with β = β(d, ε) = α(d, ε4), where α is from Lemma 3.2. Letting
G ∈ Gn,d, we assume that G satisfies the assertions of Lemma 3.2 with parameter ε

2 and of
Lemma 3.3 with parameter k := 3

ε , and show that under these assumptions, G satisfies the
assertion of Lemma 3.4. So fix any E∗ ⊆ E(G) of size |E∗| ≤ βn. Initialise F to ∅. As long as
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the subgraph spanned by E∗ contains a vertex of degree 1, we delete the edge incident to such a
vertex and put it in F . Evidently, no edge of this type can be contained in any cycle consisting
only of edges from E∗. Let E0 be the set of remaining edges at the end of this process, and let
G0 be the subgraph spanned by E0. Evidently, |E0| ≤ |E∗| ≤ βn ≤ α(d, ε4)n, so by Lemma 3.2,
|V (G0)| ≥ (1− ε

4)|E0|. Hence, we have∑
v∈V (G0)

(dG0(v)− 2) = 2|E0| − 2|V (G0)| ≤
ε

2
|E0|. (11)

Next, note that by the definition of E0, the minimum degree in G0 is at least 2, meaning
that all summands on the left-hand side in (11) are nonnegative. It now follows from (11)
that by deleting at most ε

2 |E0| edges, we can turn G0 into a graph of maximum degree at
most 2. In other words, there exists E1 ⊆ E0, |E1| ≥ (1 − ε

2)|E0|, such that the maximum
degree in the subgraph G1 spanned by E1 is at most 2. This means that every connected
component in G1 is either a cycle or a path. By Lemma 3.3, the number of cycles of length
at most 3

ε is o(n). Moreover, the number of cycles of length larger than 3
ε is clearly less

than ε
3 |E1|. By omitting one edge from each cycle, we obtain an edge-set E2 ⊆ E1 such that

|E2| ≥ (1− ε
3)|E1| − o(n) ≥ (1− ε

2)|E1| ≥ (1− ε
2)2|E0| ≥ (1− ε)|E0|, and such that E2 spans a

forest. Placing all elements of E2 into F , we see that F is a subset of E∗ which spans a forest
and has size at least |E∗ \ E0|+ |E2| ≥ |E∗ \ E0|+ (1− ε)|E0| ≥ (1− ε)|E∗|, as required.

Proof of Theorem 1.6. Let G ∈ Gn,d. The upper bound Dr(G, Tn) ≤ dn
2 − (n − 1) =(

d
2 − 1

)
·n+ 1 follows simply by colouring E(G) evenly, namely, such that each colour class has

size |E(G)|
r = dn

2r . For the lower bound, we show that for every ε > 0, there is r0(ε) such that
if r ≥ r0(ε) then whp Dr(G, Tn) ≥ (d/2 − 1 − ε)n. Equivalently, we need to show that whp,
in every r-colouring of E(G) there is a spanning tree with at least

(
d
2r −

ε
r

)
n edges of the same

colour. We choose r0 = r0(ε) so that d
2r0
≤ β(d, 2εd ), where β is from Lemma 3.4. Suppose that

G satisfies the assertion of Lemma 3.4 (this happens whp). Let r ≥ r0, and fix any r-colouring

of the edges of G. By averaging, there is a colour, say 1, appearing on at least |E(G)|
r = dn

2r of

the edges. Fix a set E∗ ⊆ E(G) of size dn
2r of edges of colour 1. Our choice of r0 guarantees

that |E∗| ≤ β(d, 2εd ) · n. By Lemma 3.4, there is F ⊆ E∗ which spans a forest and has size
|F | ≥ (1− 2ε

d )|E∗|. By connecting the connected components of this forest (using edges of G),

we obtain a spanning tree of G with at least |F | ≥ (1 − 2ε
d )|E∗| = (1 − 2ε

d ) · dn2r =
(
d
2r −

ε
r

)
n

edges of colour 1, as required.

Observe that the only (typical) properties of Gn,d used in the above proof are that every
sufficiently small (linear) edge-set E0 spans at least (1−o(1))|E0| vertices (the precise statement
is given in Lemma 3.2), and that there are o(n) short cycles (see Lemma 3.3). Hence, every
graph which satisfies the assertions of Lemmas 3.2 and 3.3 also satisfies the conclusion of
Theorem 1.6. One example of such a graph is the giant component of (a typical) G(n, p) with
p = d

n (for d > 1 and r large enough in terms of d).

4 Proof of Corollaries

To prove the upper bounds in Corollaries 1.8 and 1.9, it will be convenient to use the following
observation.
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Observation 4.1. Let G = (V,E) be a connected graph, and let V = L1 ∪ . . . ∪ Lk be a
partition of its vertex set such that |Li| ≤ D for i = 1, . . . , k and E(Li, Lj) = ∅ whenever
1 ≤ i < j − 1 < k. Then sr(G) ≤ 3rD.

Proof. We will call the sets L1, . . . , Lk layers. We may assume 2D < n/r, otherwise the
statement is trivial. A balanced r-separator of size (1 + r)D can be obtained as follows. Let
n = |V | and let σ : V → [n] be an ordering of the vertices of G satisfying σ(u) < σ(v) whenever
u ∈ Li and v ∈ Lj for i < j. For j = 1, . . . , r − 1 let Lij be the layer containing the vertex
labelled bjn/rc. Set V ′ = V \

⋃
j Lij , and observe that V ′ consists of r parts sized between

n/r−2D and n/r each, with no edges between distinct parts. We now level all parts by deleting
the total of at most 2rD vertices, and set S to be the set of vertices outside these parts. S is a
balanced r-separator of G with |S| ≤ 3rD.

We remark that the “right” notion to use here is that of a bandwidth of a graph (see,
e.g., in [22]). The bandwidth of an n-vertex graph G is the minimum D such that there exists
an ordering σ : V (G) → [n] of the vertices for which |σ(u) − σ(v)| ≤ D for every edge {u, v},
namely,

bw(G) = min
σ

max
{u,v}∈E(G)

|σ(u)− σ(v)|,

where the minimum is over all orderings σ of V (G). Using this terminology, the statement of
Observation 4.1 can be simplified as follows: for every graph G with bw(G) ≤ D it holds that
sr(G) ≤ 3rD.

The hypercube Here we prove Corollary 1.8. Identify the vertices of Qd with the set
{0, 1}d in the obvious way. Denote by L0, . . . , Ld the layers of the hypercube, namely, Li =
{(x1, . . . , xd) ∈ {0, 1}d |

∑d
j=1 xj = i}. Evidently, |Li| =

(
d
i

)
. For the lower bound in Corol-

lary 1.8, we shall need the following lemma.

Lemma 4.2. For every α > 0 there exists β > 0 such that for every set U of size at least α · 2d
it holds that |N(U)| ≥ β · 2d/

√
d.

Proof. Fix α > 0 and let U be a vertex set with |U | ≥ α · 2d. A Hamming ball (with centre
0 and radius k) in Qd is a vertex set of the form L0 ∪ L1 . . . ∪ Lk−1 ∪ L′k for some 0 ≤ k ≤ d
and ∅ 6= L′k ⊆ Lk. A classical result by Harper ([19], see also, e.g., Theorem 31 of [16]) implies
that the vertex boundary of sets of a given size is minimised by Hamming balls. Thus, we may
assume U is a Hamming ball (of radius k). Note that (e.g., by Chernoff bounds) k ≥ d/2−α′

√
d

for some α′ = α′(α). Now, note that |N(U)| is at least asymptotically half of the size of Lk,
which is at least β · 2d/

√
d for some β = β(α), as required.

Proof of Corollary 1.8. From Lemma 4.2 we see that sr(Qd) � 2d/
√
d (using the same logic as

in the proof of Corollary 1.3). Thus, as Qd is 2-connected (for d ≥ 2), Theorem 1.1 implies that
Dr(Qd, Tn) � 2d/

√
d. The upper bound is obtained by combining (1) with Observation 4.1 and

by noting that |Li| � 2d/
√
d = n/

√
log n for every i = 0, . . . , d.

The grid Here we prove Corollary 1.9. Identify the vertices of P dk with the set [k]d in the
obvious way. Denote by L1, . . . , Lk the k layers of the grid, each spans a copy of P d−1k , namely,
Li = {(x1, . . . , xd−1, i) | xj ∈ [k], j = 1, . . . , d− 1}.
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Proof of Corollary 1.9. From [7] (see also [27]) we know that ι(P dk ) � kd−1. The lower bound
for d ≥ 3 thus follows from Corollary 1.3 by noting that P dk is 3-connected. For d = 2, let P+

k

be obtained from P 2
k by adding a cycle through the “corner” vertices (1, 1), (1, k), (k, k), (k, 1).

Note that any spanning tree of P+
k contains at most 3 edges which are not in P 2

k . As P+
k is

clearly 3-connected, we have by Corollary 1.3 that Dr(P 2
k , Tn) ≥ Dr(P+

k , Tn) − 3r � k. The
upper bound (for d ≥ 2) is obtained from the combination of (1) and Observation 4.1 by noting
that |Li| = kd−1 for every i = 1, . . . , k.

5 Spanning-Tree Discrepancy in β-Graphs

Proof of Theorem 1.10 Fix any ε > 0. Set m = d2r+1/εe and β = β(r, ε) := ε
16rm . Let

G be a connected n-vertex β-graph, and fix any r-colouring of the edges of G. Recall that
our goal is to show that there is a spanning tree of G with at least (ϕ(r) − ε)n edges of the
same colour. It will be convenient to assume that m divides n. If not, then take a connected
induced subgraph G′ of G on n′ := bn/mc ·m > n−m vertices. Then G′ is a 2β-graph because
2βn′ ≥ βn. Also, a spanning tree of G′ with at least (ϕ(r)− ε)n′ edges of the same colour can
be extended to a spanning tree of G with at least (ϕ(r)− ε)n′ ≥ (ϕ(r)−2ε)n edges of the same
colour. So it suffices to prove the assertion in the case that m divides n.

For each 1 ≤ i ≤ r, let Gi be the graph on V (G) consisting of the edges coloured with
colour i. Connected components of Gi will be called colour-i components, and their number
will be denoted by `i. Suppose first that `i ≤ (1−ϕ(r) + ε) ·n for some 1 ≤ i ≤ r. In this case,
take a spanning forest of each colour-i component, and connect these components using `i − 1
edges to obtain a spanning tree T of G (this is possible since G is connected). The number of
edges of T of colour i is at least n − 1 − (`i − 1) ≥ n − (1 − ϕ(r) + ε) · n = (ϕ(r) − ε) · n, as
required. So we see that in order to complete the proof, it suffices to rule out the possibility of
having `i > (1−ϕ(r) + ε) ·n for all 1 ≤ i ≤ r. Suppose then, for the sake of contradiction, that
this is the case. For 1 ≤ i ≤ r, let Vi be the union of all colour-i components of size at most
2/ε. Evidently, the number of colour-i components of size larger than 2/ε is less than εn/2.
Since |Vi| is at least as large as the number of colour-i components of size at most 2/ε, we have

|Vi| > `i − εn/2 > (1− ϕ(r) + ε/2) · n,

where in the last inequality we used our assumption that `i > (1 − ϕ(r) + ε) · n. For each
1 ≤ i ≤ r, put Wi := V (G) \ Vi, noting that

|Wi| = n− |Vi| < (ϕ(r)− ε/2) · n. (12)

Now, consider the Venn diagram of the sets W1, . . . ,Wr. Partition each of the (at most) 2r

“regions” of this Venn diagram into sets of size n/m, plus a “residual set” of size less than n/m.
Then, collect all residual sets and partition their union into sets of size n/m. Let U1, . . . , Um
be the resulting partition of V (G). Note that for each 1 ≤ i ≤ r and for all but at most 2r

of the indices 1 ≤ s ≤ m, it holds that either Us ⊆ Wi or Us ∩Wi = ∅. Indeed, if Us is not
contained in the union of residual sets, then Us is contained in one of the regions of the Venn
diagram of W1, . . . ,Wr, implying that either Us ⊆Wi or Us ∩Wi = ∅.

Claim 5.1. For every pair 1 ≤ s < t ≤ m, there exists 1 ≤ i ≤ r such that |Us ∩Wi| ≥ n
2mr

and |Ut ∩Wi| ≥ n
2mr .
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Proof. Let 1 ≤ s < t ≤ m. Suppose, for the sake of contradiction, that for each 1 ≤ i ≤ r it
holds that |Us ∩Wi| < n

2mr or |Ut ∩Wi| < n
2mr . We now define subsets X ⊆ Us and Y ⊆ Ut,

as follows. For each 1 ≤ i ≤ r, if |Us ∩ Wi| < n
2mr then remove the elements of Us ∩ Wi

from Us, and if |Ut ∩Wi| < n
2mr then remove the elements of Ut ∩Wi from Ut. Let X be the

set of remaining elements in Us and Y be the set of remaining elements in Ut. By definition,
X∩Y = ∅. Moreover, we have |X| > |Us|−r · n

2mr = n
2m and similarly |Y | > |Ut|−r · n

2mr = n
2m .

Let us estimate the number of edges (in G) between X and Y . To this end, fix 1 ≤ i ≤ r and
suppose, without loss of generality, that X ∩Wi = ∅ (the case Y ∩Wi = ∅ is symmetrical).
The definitions of Wi and Vi imply that for every x ∈ X, the colour-i component containing
x has size at most 2/ε. This means that for every x ∈ X, there are less than 2/ε edges of
colour i incident to x. Hence, eGi(X,Y ) < 2/ε · |X| ≤ 2/ε · |Us| = 2n

εm . Summing over all colours
1 ≤ i ≤ r, we conclude that

eG(X,Y ) =
r∑
i=1

eGi(X,Y ) <
2rn

εm
. (13)

On the other hand, since G is a β-graph, there are at least |Y | − βn edges between X ′ and Y
for every subset X ′ ⊆ X of size βn. Hence, by considering a partition of X into sets of size βn,
we see that

eG(X,Y ) ≥
⌊
|X|
βn

⌋
· (|Y | − βn) ≥ 1

2mβ
·
(

1

2m
− β

)
· n ≥ n

8m2β
, (14)

where in the second inequality we used the fact that |X|, |Y | ≥ n
2m , and in the last inequality

we used the fact that β ≤ 1
4m , which follows from our choice of β. By combining (13) and (14),

we get 1
8m2β

< 2r
εm , or, equivalently, β > ε

16rm . But this contradicts our choice of β.

Let us now complete the proof of the theorem using Claim 5.1. For each 1 ≤ i ≤ r, let Ai
be the set of all s ∈ [m] such that |Us ∩Wi| ≥ n

2rm . By Claim 5.1, for every e = {s, t} ∈
(
[m]
2

)
it holds that e ⊆ Ai for some 1 ≤ i ≤ r. In other words, A1, . . . , Ar is a covering by cliques of
the edges of the complete graph on [m]. Hence, the definition of ϕ(r,m) implies that

max
1≤i≤r

|Ai| ≥ ϕ(r,m) ≥ ϕ(r) ·m, (15)

where the last inequality holds (for every m) by the results of [21,25].
On the other hand, fixing any 1 ≤ i ≤ r, recall that for all but at most 2r of the indices

1 ≤ s ≤ m it holds that either Us ⊆Wi or Us∩Wi = ∅. This implies that |Ai| ≤ |Wi| ·m/n+2r.
Combining this with (12), we get that

|Ai| < (ϕ(r)− ε/2) ·m+ 2r ≤ ϕ(r) ·m (16)

for every 1 ≤ i ≤ r. But (16) stands in contradiction with (15). This completes the proof.

Note that in the above proof, β(r, ε) is chosen as β(r, ε) = Θr(ε
2). As Kn is a β-graph

with β = 1/n, we may apply Theorem 1.10 to Kn with ε = Ωr(
1√
n

), obtaining that in every

r-colouring of E(Kn) there is a spanning tree with at least ϕ(r) ·n−Or(
√
n) edges of the same

colour. As mentioned in the introduction, it would be interesting to obtain an exact result for
the complete graph.
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Figure 5: A well-coloured copy of H.

6 Discrepancy of Hamilton Cycles

The goal of this section is to prove Theorem 1.11. In the proof, we will use the following simple
gadget. Let H be the graph obtained by gluing two 4-cycles at a vertex. So H has 7 vertices
and 8 edges. We say that an edge-coloured copy of H is well-coloured if there are two distinct
colours, say i and j, such that the vertex of degree four is incident to two edges of colour i and
two edges of colour j, and the two edges of each of the colours come from different 4-cycles
(there are no restrictions on the colours of the edges not touching the vertex of degree four). See
Figure 5. A crucial property of a well-coloured copy of H is that the set of edges of any given
colour spans a path forest. We start by showing that in every graph with a minimum degree of
slightly above n/2, one can find a well-coloured copy of H or a long monochromatic cycle.

Lemma 6.1. Let r ≥ 2, let ε > 0, and let G be a graph on n vertices with δ(G) ≥ (1/2 + ε)n,
where n ≥ n0(r, ε). Then for every r-colouring of E(G), there is a well-coloured copy of H or
a monochromatic cycle of length at least (1/2 + ε/2)n.

Proof. Fix any r-colouring of the edges of G. For 1 ≤ i ≤ r, define Vi to be the set of all
vertices v ∈ V such that all but at most r − 1 edges incident to v are coloured in colour i. Let
also V0 = V (G) \

⋃r
i=1 Vi.

If V0 6= ∅, then let v ∈ V0, and let i be a majority colour at v. Since v 6∈ Vi, there are at least
r edges of G incident to v and not coloured i, and hence there is a colour j 6= i with at least
two edges incident to v and coloured j; so let w1, w2 ∈ V (G) \ {v} be such that {v, w1}, {v, w2}
are coloured with colour j. Since v has at least d(v)/r ≥ (1/2 + ε)n/r ≥ 2 neighbours in colour
i, there are distinct u1, u2 ∈ V (G) such that {v, u1}, {v, u2} are coloured with colour i. Now,
as δ(G) ≥ (1/2 + ε)n, every pair of vertices has at least 2εn ≥ 5 common neighbours. Hence,
there are distinct x1, x2 /∈ {v, u1, u2, w1, w2} such that xk is adjacent to uk, wk (k = 1, 2). Now
v, u1, u2, w1, w2, x1, x2 form a well-coloured copy of H, as required.

So from now on we can assume V0 = ∅, hence V (G) = V1 ∪ · · · ∪ Vr. Without loss of
generality, assume that |V1| ≥ n/r. Fix any 2 ≤ j ≤ r. By definition, all but at most (r−1)|V1|
of the edges between V1 and Vj are coloured in 1, and all but at most (r− 1)|Vj | of these edges
are coloured in j. It follows that |E(V1, Vj)| ≤ (r − 1)(|V1| + |Vj |). Now, summing over all
j = 2, . . . , r, we get that

e(V1, V (G) \ V1) ≤ (r − 1)2|V1|+ (r − 1)(n− |V1|) = (r − 1)(r − 2)|V1|+ (r − 1)n

≤ 2(r − 1)2|V1|.
(17)

By averaging, there is u ∈ V1 which sends at most 2(r − 1)2 edges to V (G) \ V1. Since
d(u) ≥ (1/2 + ε)n, we have |V1| ≥ (1/2 + ε)n− 2(r − 1)2.

Let V ′1 be the set of all v ∈ V1 which send at most (r − 1)
√
n edges to V (G) \ V1. By (17)

we have |V1 \ V ′1 | < 2(r − 1)|V1|/
√
n ≤ 2(r − 1)

√
n. For each v ∈ V ′1 , delete all at most r − 1

edges incident to v which do not have colour 1. In the resulting graph, each v ∈ V ′1 still has
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at least (1/2 + ε)n − 3(r − 1)
√
n − (r − 1) ≥ n/2 ≥ |V ′1 |/2 neighbours inside V ′1 in the colour

1. By Dirac’s theorem, G[V ′1 ] contains a Hamilton cycle in colour 1, giving a monochromatic
cycle of length |V ′1 | ≥ |V1| − 2(r− 1)

√
n ≥ (1/2 + ε)n− 2(r− 1)2 − 2(r− 1)

√
n ≥ (1/2 + ε/2)n,

as required.

Next, we use Lemma 6.1 to show that in a graph with minimum degree significantly larger
than n

2 , one can find a monochromatic path forest which is significantly larger than n
r .

Lemma 6.2. Let r ≥ 2, let ε > 0, and let G be a graph on n vertices with δ(G) ≥ (1/2 + ε)n,
where n ≥ n0(r, ε). Then for every r-colouring of E(G), there is a monochromatic path forest
of size at least

(
1 + ε

7

)
n
r .

Proof. Let k = εn/7. Applying Lemma 6.1 repeatedly, we find a monochromatic cycle/path
of length at least n/2 in G — in which case we are done — or k vertex-disjoint well-coloured
copies H1, . . . ,Hk of H. Indeed, after finding such a copy, we delete its vertices from the
graph and continue. After j steps, the graph has n− 7j vertices and minimum degree at least
(1/2+ε)n−7j ≥ (1/2+ε/2)·(n−7j), provided j ≤ k. We can therefore continue this process for
k steps. Let U = V −

⋃k
j=1 V (Hj). Then |U | = n− 7k, and δ(G[U ]) ≥ (1/2 + ε)n− 7k ≥ |U |/2.

So by Dirac’s theorem, U spans a Hamilton cycle C0. We can assume C0 is not monochromatic
as otherwise we immediately get a monochromatic path of length at least n/2. Observe that
for every colour 1 ≤ i ≤ r, the edges coloured by i in all copies Hj and the cycle C0 form a
monochromatic path forest. Indeed, this follows from the definition of a well-coloured copy of
H. Let ti,j be the number of edges of colour i in Hj , and let ti,0 be the number of edges of
colour i in C0. Then we have

r∑
i=1

k∑
j=1

ti,j +

r∑
i=1

ti,0 = 8k + n− 7k = n+ k ,

implying that one of these monochromatic path forests has a size of at least (n+k)/r =
(
1 + ε

7

)
n
r

as required.

We note that Lemma 6.2 is tight in the sense that minimum degree n
2 is not sufficient to

force a monochromatic path forest of size larger than n
r . To see this, take a complete n

2 ×
n
2

bipartite graph with sides A,B. Partition A into sets A1, . . . , Ar of size n
2r each, and colour

all edges between Ai and B with colour i. Then the largest colour-i matching has size n
2r , and

hence the largest colour-i path forest has n
r vertices.

The last tool we need to prove Theorem 1.11 is the following lemma due to Pósa [26].

Lemma 6.3 ([26]). Let t ≥ 0 and let G be a graph with n vertices and minimum degree at least
n
2 + t. Let E ⊆ E(G) be an edge-set which forms a path-forest and has size at most 2t. Then
there exists a Hamilton cycle in G which uses all edges in E.

Proof of Theorem 1.11. Let G be an n-vertex graph with δ(G) ≥ (r+1)n
2r + d, and fix any r-

colouring of the edges of G. By Lemma 6.2 with ε = 1
2r , there exists a monochromatic path

forest F of size |F | ≥
(
1 + ε

7

)
n
r =

(
1
r + 1

14r2

)
n. Take E ⊆ F of size |E| = n

r + 2d; this is
possible as d ≤ n

28r2
by assumption. By Lemma 6.3 with t = n

2r + d, G contains a Hamilton
cycle which uses all edges in E, and hence has at least |E| = n

r + 2d edges of the same colour.
This completes the proof.
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Observe that we use the high minimum degree of G in the above proof in two places: first, to
obtain a large (i.e., of size significantly larger than n

r ) monochromatic path-forest, and second,
to incorporate this path-forest in a Hamilton cycle. For the first part, it suffices that the
minimum degree is (notably) larger than n

2 (see Lemma 6.2). It is in the second part that we

use the assumption that the minimum degree is actually larger than (r+1)n
2r .
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Szemerédi theorem, Combinatorics, Probability and Computing 30 (2021), no. 3, 444–459. MR4247634
↑2

[5] Sonny Ben-Shimon, Michael Krivelevich and Benny Sudakov, Local resilience and Hamiltonicity Maker-
Breaker games in random regular graphs, Combinatorics, Probability and Computing 20 (2011), no. 2, 173–
211. MR2769187 ↑16
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[14] Alan Frieze and Micha l Karoński, Introduction to random graphs, Cambridge University Press, Cam-
bridge, 2016. MR3675279 ↑5
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