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Abstract

This thesis studies quantitative aspects of graph property testing and removal lemmas, as well as several

related questions. The general problem is as follows: given that a graph G violates a given graph property

P (say, induced C4-freeness) in a strong way – in the sense that many edges need to be added to/deleted

from G in order to turn it into a graph which satisfies P – how abundant are subgraphs of G which violate

P? Or, more concretely, how many vertices of G should we sample so that with high probability we come

across a witness to the fact that G violates P? Such local-vs.-global problems lie at the heart of extremal

graph theory, and are fundamental to the field of graph property testing. Our main results are as follows.

� We obtain new general sufficient and necessary conditions for a graph-family F to have a removal

lemma with polynomial dependence between the parameters. These results prove in a unified way

(almost) all previously known results of this type, as well as many new ones. As a consequence of

our method, we establish a conjecture of Alon stating that every semi-algebraic graph property has a

removal lemma with polynomial bounds.

� We initiate the study of efficient removal lemmas for tournaments, and give a characterization of the

tournaments F for which the F -removal-lemma has polynomial bounds.

� We prove an exponential upper bound for the induced-C4 removal lemma, thus greatly improving

the previous tower-type bound, and making progress on a problem raised by Alon and Fox [8] and

by Conlon and Fox [35].

� We find a surprising way of exploiting generalized Turán results to prove complexity-theoretic theo-

rems in graph property testing. In particular, we prove a hierarchy theorem for the one-sided-error

query-complexity of monotone graph properties, and show a separation between the one-sided-error

and two-sided-error query-complexity of such properties. To this end, we prove tight bounds for the

generalized Turán function of pairs of cycles.

� We study a distribution-free model of testing dense graphs which was recently introduced by Goldreich

[58]. We provide a complete characterization of the graph properties testable in this model, thus

answering in a strong form an open question raised in [58].

� We study the testability of graph properties definable by a linear inequality involving subgraph

densities. Disproving a conjecture of Goldreich and Shinkar [62], we show that there are properties

of this form which are not testable with a number of queries independent of the size of the input.

� We obtain the first asymptotic improvement over a 15-year-old bound of Sárközy and Selkow [99] for

the Brown–Erdős–Sós problem.
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7.1 Outline of the Proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1.1 Proof Overview and the Key Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1.2 Deriving Lemma 7.1.2 from Lemmas 7.1.6 and 7.1.8 . . . . . . . . . . . . . . . . . . 123

7.1.3 Deriving Theorem 7.1.1 from Lemma 7.1.2 . . . . . . . . . . . . . . . . . . . . . . . 125

7.1.4 Proof of Proposition 7.0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7.2 Proof of Lemma 7.1.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.2.1 Deriving Lemma 7.1.6 from Lemmas 7.2.1 and 7.2.2 . . . . . . . . . . . . . . . . . . 127

iv



7.2.2 Proof of Lemma 7.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.2.3 Proof of Lemma 7.2.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.3 Proof of Lemma 7.1.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.4 An Improved Bound for a Generalized Ramsey Problem of Erdős and Gyárfás . . . . . . . . 143
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Chapter 1

Background and Overview of Results

The triangle removal lemma is one of the cornerstones of modern extremal graph theory. This result,

established in the seminal paper of Ruzsa and Szemerédi [98], asserts that if at least εn2 edges must be

deleted from an n-vertex graph G in order to destroy all of its triangles, then the number of triangles in G

is at least δn3 for some δ = δ(ε) > 0. While perhaps innocent-looking at first glance, this statement has

profound and deep implications. Its original purpose was to prove the (6, 3)-conjecture of Brown, Erdös

and Sós [26, 27], which asserted that an n-vertex 3-uniform hypergraph with Ω(n2) edges must contain a

so-called (6, 3)-configuration, i.e. a set of 3 edges on most 6 vertices. In the same paper [98], Ruzsa and

Szemerédi also established an intriguing connection between the triangle removal lemma and problems in

additive combinatorics, showing that the former can be used to derive Roth’s theorem [95] on sets avoiding

3-term arithmetic progressions, and using Behrend’s construction [20] of dense progression-free sets in order

to construct n-vertex 3-uniform hypergraphs with n2−o(1) edges and no (6, 3)-configuration, thus giving a

nearly-tight matching lower bound for the (6, 3)-conjecture. This link between extremal graph theory and

additive combinatorics has since had a major influence on the development of both fields, attesting yet

again to the historical importance of the removal lemma.

In the last few decades, the triangle removal lemma has been generalized in a number of groundbreaking

ways. First, it was extended to the setting of induced subgraphs by the induced removal lemma of Alon,

Fischer, Krivelevich and Szegedy [5]. This result states that if an n-vertex graph G is such that one must

add/delete at least εn2 edges of G in order to destroy all induced1 copies of some fixed graph H, then G

contains at least δnv(H) induced copies of H, where δ = δH(ε) > 0. This line of research culminated in the

remarkably general result of Alon and Shapira [10], stating that every hereditary graph property admits

a removal lemma. This result is sometimes known as the infinite removal lemma. Recall that a graph

property P is hereditary if it is closed under taking induced subgraphs. Equivalently, P is hereditary if and

only if there is a family F = F(P) of minimal forbidden induced subgraphs for P, such that a graph satisfies

P if and only if it is induced F -free for every F ∈ F . An n-vertex graph G is ε-far from P if one must

add/delete at least εn2 edges of G in order to make it satisfy P. The Alon–Shapira theorem then states

that for every hereditary property P and ε > 0 there exist δ = δP(ε) > 0 and M = MP(ε) such that if an

n-vertex graph G is ε-far from P then there exists F ∈ F with v(F ) ≤ M such that G contains at least

δnv(F ) induced copies of F . It is not hard to see that this result has the following equivalent formulation:

1The analogous statement for not-necessarily-induced copies, which is usually known as the graph removal lemma, is a

straightforward extension of the triangle removal lemma.
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for every hereditary property P there exists w = wP(ε) such that if a graph G is ε-far from satisfying P,

then a random sequence of w vertices of G, sampled uniformly and independently, induces a graph which

does not satisfy P with probability at least 2
3 (say). This second formulation will be more convenient for

us. For further information about removal lemmas for graphs, we refer the reader to the survey [35].

A second major generalization of the triangle removal lemma was its extension to hypergraphs of higher

uniformity in the hypergraph removal lemma, proven independently by Gowers [67] and by Nagle, Rödl,

Schacht and Skokan [86, 89, 90] (see also [112]). This fundamental result has found numerous applications

in combinatorics and number theory, see [92] and the references therein. Subsequent to the proof of the

hypergraph removal lemma, an infinite hypergraph removal lemma was established by Rödl and Schacht

[93] and by Austin and Tao [17], thus generalizing the aforementioned result of [10].

Removal-type statements are usually proven using regularity lemmas, which, rougly speaking, are the-

orems asserting that any graph (or hypergraph) can be broken into a bounded number of pieces, almost

all of which “behave randomly”. The first statement of this type, namely the celebrated regularity lemma

of Szemerédi [110], was the tool used in the original proof of the triangle removal lemma. The induced

removal lemma requires the more sophisticated strong regularity lemma [5], while the hypergraph removal

lemma required a generalization of Szemerédi’s regularity lemma to higher uniformities [67, 89].

A major open problem concerning the triangle removal lemma is to understand the “correct” dependence

of δ on ε. As mentioned above, the original proof of the triangle removal lemma [98] relied on Szemerédi’s

regularity lemma [110]. As a result, the lower bound on δ = δ(ε) supplied by this proof is of the form

1/δ ≤ tower(poly(1/ε)), where tower is the tower of exponents function, defined as tower(0) = 1 and

tower(i) = 2tower(i−1). Thanks to the work of Gowers see [66], it is known this bound on δ(ε) cannot be

improved by an argument which uses Szemerédi’s regularity lemma. Fox [49] managed to improve the

aforementioned bound by giving a new proof of the triangle removal lemma, obtaining the current best

known bound of 1/δ ≤ tower(log(1/ε)) (see also [85] for a different proof). Strikingly, the best known

upper bound on δ = δ(ε) is only slightly superpolynomial, namely 1/δ ≥ (1/ε)Ω(1/ε) (see [98]).

This limited understanding of the dependence of δ on ε persists (sometimes even in greater capacity) in

the other removal-type statements mentioned above. For the induced removal lemma, the original proof

of [5] supplied a bound of the form 1/δH(ε) ≤ wowzer(poly(1/ε)), where the wowzer function is one level

above the tower function in the Ackermann hierarchy, namely wowzer(i) = tower(wowzer(i − 1)). This

bound was subsequently improved to 1/δH(ε) ≤ tower(poly(1/ε)) by Conlon and Fox [34]. As for the

infinite removal lemma of Alon and Shapira [10], it is known (see [12]) that there is no uniform bound

on wP(ε) which works for every hereditary property. Namely, for every function f : (0, 1) → N there is

a hereditary property P such that wP(ε) ≥ f(ε). Still, one might expect that at least for natural graph

properties, the aforementioned tower-type bounds could be improved. This remains a major open problem

in the area.

In recent years, several prominent researchers [56, 8] raised the problem of characterizing the hereditary

properties P for which wP(ε) is polynomial in 1/ε. A considerable portion of this thesis is dedicated to

making progress on this goal. Before stating our results, we first describe the connection between graph

removal lemmas and the area of computer science known as graph property testing.

Property testing is concerned with the study of very fast, randomized, algorithms, called testers, whose

goal is to distinguish, with some high enough probability (say, 2/3), between objects satisfying some fixed

property P and those that are ε-far from satisfying it. Here, ε-far means that an ε-fraction of the input

2



object should be modified in order to obtain an object satisfying P. The study of such problems origi-

nated in the seminal papers of Rubinfeld and Sudan [96], Blum, Luby and Rubinfeld [21], and Goldreich,

Goldwasser and Ron [59]. For a thorough introduction to property testing, we refer the reader to the book

of Goldreich [57].

In the dense graph model of property testing, which is the concrete setting we consider here, the input

graph G is given as an n × n adjacency matrix, and the algorithm may query the matrix to find out if a

certain pair of vertices are adjacent or not. Recall that G is said to be ε-far from a property P if one must

add/delete at least εn2 edges of G in order to turn it into a graph satisfying P (note that adding/deleting

edges corresponds to changing entries in the adjacency matrix of G). We now give the precise definition

of testability of graph properties.

Definition 1. A graph property P is testable if there is an algorithm T which works as follows. The input

given to T consists of a graph G and a proximity parameter ε > 0. Upon receiving the input, T samples a

sequence of f = fP(ε) vertices uniformly and independently, and queries the graph on all pairs of sampled

vertices. The algorithm then either accepts or rejects; it must accept with probability at least 2
3 if G satisfies

P, and reject with probability at least 2
3 if G is ε-far from P. The algorithm’s decision is based solely on the

isomorphism class of the subgraph G[S] induced by the sample S. The algorithm T is called a tester for P.

The quantity fP(ε) is called the sample complexity (or query complexity) of the tester T . Note, crucially,

that fP(ε) is assumed to be independent of the size of the input graph (which we denote by n). I.e., in the

setting we consider in this thesis, the sample complexity may depend only on ε and the given property.

The reader may wonder why in Definition 1 we only allow for algorithms which operate in a very specific

manner. The answer is that, as it turns out, we do not lose generality by posing such restrictions; indeed,

it was shown by Goldreich and Trevisan [63] that any tester can be converted to a tester which operates as

described in Definition 1 at the price of a very minor loss in query complexity (which will be insignificant

for the problems we consider here).

We say that a tester T has one-sided error if T accepts with probability 1 whenever G satisfies P.

Otherwise, T has two-sided error. It is not hard to see that if T is a one-sided error tester for a hereditary

property P, then T must always accept if the subgraph G[S] induced by the sample seen by the algorithm

satisfies P. It follows that if P admits a one-sided error tester with sample complexity fP(ε), then for every

graph G which satisfies P, a random sample fP(ε) vertices of G induces a subgraph which does not satisfy

P with probability at least 2/3. Therefore, the minimal sample complexity of a one-sided-error tester for a

hereditary property P exactly equals the minimal integer w = wP(ε) satisfying the conclusion of the infinite

removal lemma, stated above. Thus, the notion of testability generalizes the study of removal lemmas. We

now give the precise definition of wP(ε), as it will be used throughout this thesis.

Definition 2. For a hereditary property P and ε > 0, we define wP(ε) to be the minimal integer w > 0 such

that whenever a graph G is ε-far from P, a sample of w vertices of G, taken uniformly and independently,

induces a graph which does not satisfy P with probability at least 2
3 .
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1.1 Efficient Removal Lemmas for Graphs and Tournaments (Chapters

2 and 3)

As mentioned above, a central open problem in the field of graph property testing is characterizing the

hereditary properties P which satisfy wP(ε) = poly(1/ε); or, in other words2, the hereditary proper-

ties which have a one-sided-error tester whose sample complexity is (only) polynomial in the proximity

parameter. We therefore introduce the following definition.

Definition 3. A hereditary property P is easily testable if wP(ε) = poly(1/ε), and hard otherwise.

In this section we describe our main results in the pursuit of a characterization of the easily testable

graph properties, as well as similar results in the setting of tournaments. The problem of characterizing

the easily testable graph properties was first raised by Goldreich [56], and later also by Alon and Fox [8].

Several partial answers to this problem have appeared in the literature. For example, Goldreich, Goldwasser

and Ron [59] have shown that k-colorability and, more generally, any so-called partition property, is easily

testable3. A famous theorem of Alon [2] states that the property of being (not necessarily induced) H-

free (for a given graph H) is easily testable if and only if H is a bipartite graph. Alon and Shapira [9]

proved a similar result for induced H-freeness; they showed that induced H-freeness is easily testable if

H ∈ {P2, P3, P2, P3} (where Pk denotes the path with k vertices, and F is the complement of F ), and hard

if H /∈ {P2, P3, P2, P3, P4, C4, C4} (where Ck denotes the cycle of length k). This left open the cases of P4

and C4. The case of H = P4 was settled recently by Alon and Fox [8].

Our first set of results in this context gives very simple yet general combinatorial sufficient and necessary

conditions for a hereditary property to be easily testable. Our results establish in a unified manner (almost)

all previously known results of this type (in particular, the results of [2, 9, 8] mentioned in the previous

paragraph), as well as many new ones. In particular, we obtain polynomially bounded removal lemmas

for many natural graph properties for which it was not previously known how to obtain a removal lemma

without using the regularity lemma.

From this point on, it will be more natural to think of a hereditary property in terms of its forbidden

subgraphs. Given a family of graphs F , let P∗F be the property4 of being induced F-free, i.e. not containing

an induced copy of any of the graphs of F . When F consists of a single graph F we will use the notation

P∗F . Recall that a co-bipartite graph is a graph whose complement is bipartite, and a split graph is a graph

whose vertex set can be partitioned into two parts: one spanning a clique and the other an independent

set. Our main results are as follows.

Theorem 4. If F is a finite family of graphs that contains a bipartite graph, a co-bipartite graph and a

split graph then P∗F is easily testable.

Theorem 5. Let F be a finite family for which P∗F is easily testable. Then F contains a bipartite graph

and a co-bipartite graph.

2We will use the removal lemma language and property testing language interchangeably.
3This result of [59] dramatically improved upon a previous tower-type bound due to Rödl and Duke [91] on the query-

complexity of testing k-colorability.
4Note that a property can be represented as P∗F (for some graph-family F) if and only if it is hereditary.
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We also establish a conjecture of Alon [3], stating that every semi-algebraic graph property is easily

testable. Roughly speaking, a property is semi-algebraic if it can be defined by semi-algebraic relations

(i.e., polynomial inequalities) in real variables. For the precise definitions, see Chapter 2.

Theorem 6. Every semi-algebraic graph property is easily testable.

As mentioned above, the 4-cycle C4 is the only graph H for which it is not known whether induced

H-freeness is easily testable. In particular, C4 satisfies neither the sufficient condition given by Theorem

4, nor the necessary condition given by Theorem 5. The problem of deciding whether induced C4-freeness

is easily testable has been raised by several authors, such as Alon and Fox [8] and Conlon and Fox [35].

It seems that C4 constitutes the first major obstacle to obtaining a characterization of the easily testable

graph properties. In fact, we believe that resolving the C4-problem would allow one to make significant

progress on the problem of characterizing the finite families F for which P∗F is easily testable. In the

following result we make significant progress on the C4-problem, showing that wP∗C4
(ε) ≤ 2poly(1/ε). The

previous best bound was of tower-type. We conjecture that P∗C4
is easily testable.

Theorem 7. If an n-vertex graph G is ε-far from being induced C4-free, then G contains at least n4/2poly(1/ε)

induced copies of C4.

An interesting aspect of Theorem 7 is that it gives a fairly efficient removal lemma for a property that

is satisfied by graphs which have (only) extremely inefficient regular partitions. Let us elaborate on this

point. Recall that Szemerédi’s regularity lemma [110] states that for every ε > 0, every graph has an

ε-regular equipartition of its vertex-set into at most M(ε) parts, where an equipartition is ε-regular if all

but an ε-fraction of the pairs of its parts induce “random-like” bipartite graphs (we will not define this

notion precisely, but instead refer the reader to [94] for an overview of graph regularity). In applications,

the regularity lemma becomes stronger the smaller the size of the partition is. Unfortunately, the proof

of the regularity lemma [110] only gave a tower-type bound of M(ε) ≤ tower(poly(1/ε)), and we know,

thanks to the celebrated work of Gowers [66], that this dependence is unavoidable in general graphs. For

special graph classes, however, one can often guarantee much smaller regular partitions. It turns out that

virtually all5 of the properties P which are known to be easily testable are such that every graph satisfying

P has an ε-partition with only poly(1/ε) parts. In fact, this approach (of proving that a property P is

easily testable by utilizing the fact that graphs satisfying P have polynomial-sized regular partitions) is

used explicitly in our proofs of Theorems 4 and 6.

On the negative side, there are natural graph properties P for which there exist graphs satisfying P that

only have ε-regular partitions of size tower(poly(1/ε)). In fact, P is of this type whenever P contains all

bipartite graphs or all co-bipartite graphs or all split graphs. The reason is that one can take a bipartite

version of Gowers’ construction [66], and then put cliques on some of the sides to obtain a bipartite/co-

bipartite/split graph which still only has ε-regular partitions of size tower(poly(1/ε)). Prime examples of

such properties P are triangle-freeness (as every bipartite graph is triangle-free) and induced C4-freeness

(as every split graph is induced C4-free). Recall that the best bounds for the triangle removal lemma

[49, 85] are still tower-type. For induced C4-freeness, however, Theorem 7 gives a much better bound.

Therefore, Theorem 7 can be thought of as the first example showing that one can obtain an efficient

5An exception to this rule is the result of [59] that partition properties (such as k-colorability) are easily testable.
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removal lemma for a (“subgraph-freeness”) property P despite the fact that graphs satisfying P might

have only regular partitions of tower-type size.

Next we consider similar problems in the setting of tournaments. Here, the distance of a tournament

from a tournament property is defined similarly, with the key difference being that one is only allowed

to reverse the direction of edges (and not delete edges). It is known that a removal-type statement holds

in this setting as well: for every oriented graph F and ε > 0 there is δ = δF (ε) such that if an n-vertex

tournament T is ε-far from being F -free (i.e., if one must reverse at least εn2 edges in order to destroy

all copies of F in T ), then T contains at least δnv(F ) copies of F . An oriented graph F is called easy if

δF (ε) = poly(ε), and hard otherwise.

Theorem 8. An oriented graph F is easy if and only if V (F ) can be partitioned into two sets, each

spanning an acyclic directed graph.

We also address the (complexity-theoretic) problem of deciding whether a given oriented graph F is

easy. An oriented graph F is called k-colorable if there is a partition V (F ) = X1∪· · ·∪Xk such that F [Xi]

is an acyclic digraph for every 1 ≤ i ≤ k. Theorem 8 can then be restated as saying that F is easy if and

only if F is 2-colorable. It is natural to ask if the characterization given in Theorem 8 is “efficient”, that

is, how hard it is to decide if an oriented graph F is easy. It follows from the work of Bokal et al. [22] that

this task is in fact NP-hard. The following theorem strengthens the result of Bokal et al. [22] by showing

that the problem is hard even in the case that F is a tournament.

Theorem 9. For every k ≥ 2, the problem of deciding if a tournament is k-colorable is NP-hard.

References: The results of these chapters appeared as:

� L. Gishboliner and A. Shapira. Removal Lemmas with Polynomial Bounds. International Math

Research Notices (IMRN), to appear. Also in Proceedings of STOC 2017, 510-522.

� J. Fox, L. Gishboliner, A. Shapira and R. Yuster. The Removal Lemma for Tournaments. Journal

of Combinatorial Theory Ser. B 136 (2019), 110-134.

� L. Gishboliner and A. Shapira. Efficient Removal without Efficient Regularity. Combinatorica 39

(2019), 639-658. Also in Proceedings of ITCS 2018, 1-15.

1.2 Various Results on Graph Property Testing

1.2.1 A Query-Complexity Hierarchy Theorem via a Generalized Turán Result (Chap-

ter 4)

We establish several complexity-theoretic results regarding one- and two-sided error testing of hereditary

graph properties. Our first result shows that for every (decreasing) function f : (0, 1) → N, there is a

hereditary property whose one-sided-error sample complexity essentially equals f(ε). This can be con-

sidered a hierarchy theorem for the sample complexity of one-sided-error testers, somewhat reminiscent

of the famous time/space hierarchy theorems in computational complexity theory. A special case of this

result partially resolves a problem raised by Goldreich [56, 57], of exhibiting a natural property whose

(two-sided-error) sample complexity is exponential in 1/ε.
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Theorem 10. For every decreasing function f : (0, 1) → N with f(x) ≥ 1/x, there is a monotone6 graph

property P satisfying f(ε) ≤ wP(ε) ≤ poly(1/ε) · f(Ω(ε)).

Our second result shows that two-sided-error testers can be arbitrarily stronger than one-sided-error

ones, even for hereditary properties. More precisely, we show that there are hereditary properties whose

two-sided-error sample complexity is (only) polynomial in 1/ε, while their one-sided-error sample complex-

ity can be arbitrarily large.

Theorem 11. For every decreasing function f : (0, 1) → N satisfying f(x) ≥ 1/x, there is a monotone

graph property P so that

� P has one-sided-error sample complexity wP(ε) ≥ f(ε);

� For every ε > 0 there is n0(ε) such that P has a (two-sided-error) tester whose sample complexity is

poly(1/ε) when invoked with input graphs that have at least n0(ε) vertices.

Prior to this work, it was not even known that two-sided-error testers can be super-polynomially stronger

than one-sided-error testers.

Let us give another perspective on Theorem 11. Observe that a property P can be ε-tested (possibly

with two-sided error) using query complexity q = q(ε) if and only if the distribution of induced subgraphs

on q vertices obtained by drawing q vertices from a graph in P is distinguishable7 from the distribution

obtained by drawing these vertices from a graph that is ε-far from P. So Theorem 11 implies that there

is a monotone graph property P and a graph G that is ε-far from P so that even though almost all (in

fact, all) subsets of vertices of G of size (say) 21/ε do satisfy P, the distribution of induced subgraphs on

poly(1/ε) vertices drawn from G is distinguishable from the one drawn from a graph satisfying P. In other

words, we can detect that G does not satisfy P without actually finding a proof of this fact.

Theorems 10 and 11 are proven using a generalized Turán result for cycles, which is of independent

interest. For graphs T,H and an integer n, let ex(n, T,H) denote the maximum number of copies of T

in an n-vertex H-free graph. The systematic study of the function ex(n, T,H) was initiated by Alon and

Shikhelman [15], and has since received considerable attention (see Chapter 4 for further discussion and

references). Our main result is the determination of the order of magnitude8 of ex(n,Ck, C`) for all k, ` ≥ 4.

Theorem 12. For distinct k, ` ≥ 4, we have

ex(n,Ck, C`) =


Θk

(
nk/2

)
k ≥ 5, ` = 4,

Θk

(
`dk/2enbk/2c

)
` ≥ 6 even, k ≥ 4,

Θk

(
`dk/2enbk/2c

)
k, ` odd, 5 ≤ k < `.

A careful reader may notice that the statement of Theorem 12 does not in fact cover every possible choice

of distinct k, ` ≥ 4. The reason is that in all remaining cases, one (trivially) has ex(n,Ck, C`) = Θk(n
k),

since in these cases a blowup of Ck is C`-free (see Section 4.1 for more details). We note that the special

case of Theorem 12 in which k, ` are even was independently established in [54]. As a biproduct of proving

Theorem 12, we also obtain tight bounds for ex(n, Pk, C`), k ≥ 2, where Pk is the path with k edges.

6A graph property is monotone if it is closed under the removal of vertices and edges. In particular, every monotone

property is hereditary.
7This interpretation is reminiscent of the way one studies limits of dense and sparse graph sequences, see [79].
8The notation Ok/Ωk/Θk used in Theorem 12 (and elsewhere in Chapter 4) means that the implicit multiplicative constant

depends on k. We will write O/Ω/Θ to mean that the implicit constant is absolute.
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References: The results of this chapter appeared as:

� L. Gishboliner and A. Shapira. A Generalized Turan Problem and its Applications. International

Math Research Notices (IMRN) 11 (2020), 3417-3452. Also in Proceedings of STOC 2018, 760-772.

1.2.2 Testing Graphs against an Unknown Distribution (Chapter 5)

The definition of testability as stated in Definition 1 assumes that one can uniformly sample entries of the

input (or, in our setting, vertices of the input graph). In distribution-free testing one assumes that the input

is endowed with some arbitrary and unknown distribution D, which also affects the way one defines the

distance to satisfying a property. As discussed in [58], one motivation for this model is that it can handle

settings in which one cannot produce uniformly distributed entries from the input. Another motivation is

that the distribution D can assign higher weight/importance to parts of the input which we want to have

higher impact on the distance to satisfying the given property. Until very recently, problems of this type

were studied almost exclusively in the setting of testing properties of functions, see [29, 30, 38, 55, 71].

Here we study the vertex-distribution-free dense graph model (VDF model, for short), which was recently

introduced by Goldreich [58]. In this model, the input to the algorithm is a pair (G,D), where G is a graph

and D is some arbitrary and unknown distribution on V (G). For a pair of graphs G1, G2 on the same

vertex-set V and a distribution D on V , the (edit) distance between G1 and G2 with respect to D is

defined as distD(G1, G2) =
∑
{x,y}∈E(G1)4E(G2)D(x)D(y). We say that (G,D) is ε-far from satisfying

a graph property P if for every G′ ∈ P, the distance between G and G′ with respect to D is at least

ε. Note that if D is the uniform distribution, then these definitions boil down to the usual definition of

distance/farness, as described in the beginning of Chapter 1.

The definition of testability in the VDF model is similar to that given in Definition 1, but with two

crucial differences: first, the vertices sampled by the algorithm are distributed according to D (to be precise,

the algorithm is given access to a device that produces random vertices of G distributed according to D);

and second, the distance of G to the given property P is defined with respect to D; that is, the tester is

required to reject with probability at least 2
3 if (G,D) is ε-far from P (and accept with probability at least

2
3 if G satisfies P). We note that in the VDF model, the algorithm does not receive |V (G)| as part of the

input (while in the usual “uniform” model, one sometimes assumes that it does). For further discussion of

the subtleties of the VDF model, we refer the reader to [58].

A very elegant result proved in [58], states that if P is testable in the VDF model then it is testable in the

“standard” (i.e., uniform) model with one-sided error. A natural follow-up question, raised by Goldreich in

[58], asks whether the converse is also true. We answer Goldreich’s question in the negative by providing a

complete characterization of the properties which are testable (possibly with two-sided error) in the VDF

model. To state this characterization, we need the following definition: say that graph property P is

extendable if for every graph G satisfying P there is a graph G′ on |V (G)|+1 vertices which satisfies P and

contains G as an induced subgraph. In other words, P is extendable if whenever G is a graph satisfying P
and v is a “new” vertex (i.e. v /∈ V (G)), one can connect v to V (G) in such a way that this larger graph

will also satisfy P. Our characterization then states the following:

Theorem 13. A graph property is testable in the VDF model if and only if it is hereditary and extendable.

Immediate corollaries of Theorem 13 are that induced H-freeness is testable in the VDF model for every

graph H, and (not necessarily induced) H-freeness is testable in the VDF model if and only if H has no
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isolated vertices. It is interesting to compare the above (rather) simple characterization of the properties

that are testable in the VDF model, with the (very) complicated characterization of [7] of the properties

that are testable in the standard model.

Next, we consider variants of the VDF model in which one of the following restrictions is posed:

� Only “large enough” inputs (as a function of ε) can be fed to the tester.

� The weight assigned by D to any vertex of the input graph is o(1).

� The weight assigned by D to any vertex of the input graph is Ω(1/n).

� |V (G)| is given to the tester as part of the input.

We show that in each of these four models, every hereditary property is testable (cf. Theorem 13).

References: The results of this chapter appeared as:

� L. Gishboliner and A. Shapira. Testing Graphs Against an Unknown Distribution. Proceedings of

STOC 2019, 535-546.

1.2.3 Testing Linear Inequalities of Subgraph Statistics (Chapter 6)

Goldreich and Shinkar [62] initiated the study of the testability of graph properties defined by a linear

inequality involving subgraph densities. Let us now give the precise definitions. For graphs H,G, the

density of H in G, denoted by p(H,G), is the fraction of induced subgraphs of G of order v(H) which are

isomorphic to H. In other words, p(H,G) = #{U ∈
(V (G)
v(H)

)
: G[U ] ∼= H}/

(v(G)
v(H)

)
(where ∼= denotes graph

isomorphism). Given an integer h ≥ 2, a rational number b and rational numbers wH ≥ 0, where H runs

over all h-vertex graphs, we define Πh,w,b to be the property of all graphs G satisfying∑
H

wH · p(H,G) ≤ b.

Throughout this chapter, a tuple (h,w, b) will always consist of an integer h ≥ 2, a rational number b,

and a function w : {H : v(H) = h} → Q+ from the set of all (unlabeled) h-vertex graphs to the positive

rationals. The value assigned by w to a graph H is denoted by wH . Note that if b = 0 then Πh,w,b is the

property of being induced {H : wH > 0}-free, which is testable since it is hereditary (see [5, 10]). So we

see that the family of properties Πh,w,b constitutes a strict generalization of the family of properties of the

form “induced H-freeness” for a finite graph-family H, since the former can encode the latter9.

The Πh,w,b properties are closely related to a special type of testers, called proximity oblivious testers

(POTs for short), which are defined as follows.

Definition 14. A proximity oblivious tester (POT) for a graph property Π is an algorithm which makes

a constant (i.e. independent of n and ε) number of queries to the input and satisfies the following. There

is a constant c ∈ (0, 1] and a function f : (0, 1]→ (0, 1] such that:

9Indeed, if all graphs in H have the same size h then we can simply set b = 0, wH = 1 for each H ∈ H, and wH = 0 for

each h-vertex graph H which is not in H. If graphs in H have varying sizes, then we reduce to the previous case by taking

advantage of the fact that for every pair of graphs F,G and h ≥ v(F ), it holds that p(F,G) =
∑
H p(F,H) · p(H,G), where

the sum is over all h-vertex graphs H.
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1. If the input graph satisfies Π then the tester accepts with probability at least c.

2. If the input graph is ε-far from Π then the tester accepts with probability at most c− f(ε).

Proximity oblivious testers were introduced by Goldreich and Ron [60], who studied the special case of

one-sided-error POTs (this corresponds to having c = 1 in Definition 14). Later, Goldreich and Shinkar [62]

studied general (namely, two-sided-error) POTs in several settings, including those of boolean functions,

dense graphs and bounded degree graphs.

It is not hard to see that the results of [5] imply not only that induced H-freeness is testable for every

finite graph-family H, but also that every property of this type has a POT. It is then natural to ask whether

in fact every property of the form Πh,w,b also has a POT. Such a conjecture has indeed been raised by

Goldreich and Shinkar in [62].

Conjecture 15 ([62, Open Problem 3.11]). Every property Πh,w,b has a POT.

Our main result in this chapter, Theorem 16, disproves the above conjecture in a strong sense, by

showing that there are properties Πh,w,b that are not testable at all (let alone testable using a POT). For

a graph H, denote by H the complement of H.

Theorem 16. Let K4 denote the complete graph on 4 vertices, D4 the diamond graph (i.e. K4 minus

an edge), P3 the graph on 4 vertices containing a path on 3 vertices and an isolated vertex, C4 the 4-

cycle, P4 the path on 4 vertices, and K1,3 the star on 4 vertices. Set h = 4, and let wH be the following

weight-function assigning a non-negative weight to each graph on 4 vertices.

H : K4 K4 D4 D4 P3 P3 C4 C4 K1,3 K1,3 P4

wH : 1 1
2

5
12

5
12

1
3

1
6

1
2

1
3

1
4

1
4

1
4

Set b = 5/16. Then, the property Πh,w,b =
{
G :

∑
H: v(H)=4 wH · p(H,G) ≤ 5

16

}
is not testable.

Given Theorem 16, it is natural to ask if every property of the form Πh,w,b can at least be tested using

o(n2) edge-queries. We leave this as an open problem.

To state our second main result, we first need to introduce the following important definition.

Definition 17. A tuple (h,w, b) has the removal property if there is a function f : (0, 1]→ (0, 1] such that

for every ε ∈ (0, 1) and for every graph G, if G is ε-far from Πh,w,b then∑
H

wH · p(H,G) ≥ b+ f(ε).

Goldreich and Shinkar [62] observed that if (h,w, b) has the removal property then Πh,w,b admits a

size-oblivious POT, where a tester is called size-oblivious if it does not know |V (G)|; that is, if its function

depends only on the proximity parameter ε (and not on the size of the input). Goldreich and Shinkar’s

size-oblivious POT works as follows: given an input graph G, the POT samples a random induced subgraph

of G of order h, and then rejects with probability wH if the sampled subgraph is isomorphic to H, for each

H on h vertices. If G satisfies Πh,w,b then by the definition of this property, G is rejected with probability∑
H wH · p(H,G) ≤ b. On the other hand, if G is ε-far from Πh,w,b then by the removal property, G is

rejected with probability
∑

H wH · p(H,G) ≥ b+ f(ε). Thus, Definition 14 is satisfied with c = 1− b.
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Our second result, Theorem 18, establishes the converse of the observation described in the previous

paragraph, by showing that the removal property is necessary to having a size-oblivious POT.

Theorem 18. If Πh,w,b has a size-oblivious POT then (h,w, b) has the removal property.

Theorem 18 readily implies that if one “representation” of a given property as Πh,w,b has the removal

property, then all such representations have the removal property.

References: The results of this chapter appeared as:

� L. Gishboliner, A. Shapira and H. Stagni. Testing Linear Inequalities of Subgraph Statistics. Random

Structures and Algorithms, to appear. Also in Proceedings of ITCS 2020, 1-9.

1.3 A New Bound for the Brown–Erdős–Sós Problem (Chapter 7)

As mentioned in the beginning of Chapter 1, the triangle removal lemma is closely related to the (6, 3)-

conjecture of Brown, Erdős and Sós [26, 27], now known as the (6, 3)-theorem of Ruzsa and Szemerédi [98].

This theorem states that every n-vertex 3-uniform hypergraph with Ω(n2) edges must contain a (6, 3)-

configuration, where a (v, e)-configuration is a set of e edges on at most v vertices. The famous Brown–

Erdős–Sós conjecture asserts that the (6, 3)-theorem is a special case of a much more general phenomenon:

Conjecture 19 (Brown–Erdős–Sós Conjecture). For every e ≥ 3, every large enough n-vertex 3-uniform

hypergraph with Ω(n2) edges contains an (e+ 3, e)-configuration.

Despite much effort by many researchers, Conjecture 19 is wide open and seems very challenging even

for e = 4. Consequently, it is natural to look for approximate versions. Namely, given e ≥ 3, find the

smallest d = d(e) so that every large enough n-vertex 3-graph with Ω(n2) edges contains e edges on at

most e + d vertices. Conjecture 19 then states that d(e) ≤ 3 for every e ≥ 3. The best known general

bound on d(e) was obtained 15 years ago by Sárközy and Selkow [99], who proved that d(e) ≤ 2 + blog2 ec.
Since the result of [99], the only advance was obtained by Solymosi and Solymosi [107], who improved the

bound d(10) ≤ 2 + blog2 10c = 5 of [99] to d(10) ≤ 4.

The main result of this chapter, Theorem 20, gives the first general improvement over the aforementioned

result of [99]. Crucially, it shows that one can replace the 2 + blog2 ec bound on d(e) proven in [99] by a

much smaller, sub-logarithmic, term.

Theorem 20. d(e) ≤ 18 log e/ log log e for every e ≥ 3.

An interesting feature of the proof of Theorem 20 is that although this theorem is concerned with 3-

uniform hypergraphs, its proof relies on an application of the r-uniform removal lemma for all values of r.

References: The results of this chapter appeared as:

� D. Conlon, L. Gishboliner, Y. Levanzov and A. Shapira. A New Bound for the Brown–Erdős–Sós

Problem. arXiv preprint: arXiv:1912.08834, 2019.
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Chapter 2

Removal Lemmas with Polynomial

Bounds

This chapter is concerned with polynomially-bounded removal lemmas for graphs and tournaments. In

particular, it contains the proofs of Theorems 4, 5, 6, 8 and 9, as well as several other related results. A

detailed overview of our results for (undirected) graphs and their applications is given in Section 2.1.

2.1 Detailed Overview of Results (for Undirected Graphs)

Recall that for a family of graphs F , we denote by P∗F the graph property of being induced F-free. Recall

that a hereditary graph property P is easily testable if wP(ε) = poly(1/ε), and hard otherwise.

Theorem 4 states that if a finite graph-family F contains a bipartite graph, a co-bipartite graph and a

split graph, then P∗F is easily testable. And Theorem 5 states that if a finite graph-family F contains no

bipartite graph or no co-bipartite graph, then P∗F is hard. Let us now mention some immediate applications

of Theorems 4 and 5, starting with the former. Let Pk denote the path on k vertices. Alon and Shapira

[9] proved that P∗P3
is easily testable by relying on the fact that a graph satisfies P∗P3

if and only if it is a

disjoint union of cliques. Observing that P3 is bipartite, co-bipartite and split, Theorem 4 gives the same

result. In the same paper [9], it was shown that for any F other than P2, P3, P4, C4 and their complements,

the property P∗F is not easily testable. The two cases that were left open were P∗P4
and P∗C4

. The case of

P∗P4
was settled only very recently by Alon and Fox [8] who used the structural characterization of induced

P4-free graphs in order to show that P∗P4
is easily testable. As in the case of P3, since P4 is bipartite,

co-bipartite and split, Theorem 4 gives the result of Alon and Fox [8] as a special case. Finally, a famous

theorem of Alon [2] states that the property of being (not necessarily induced) F -free is easily testable

if and only if F is bipartite. It is easy to see that the ‘if part’ of this theorem follows immediately from

Theorem 4. Indeed, this follows from the simple observation that being F -free is equivalent to satisfying

P∗F , where F consists of all supergraphs of F on |V (F )| vertices.

We now turn to derive some new testability results from Theorem 4. It is well known that the property

of being a line graph is equivalent to P∗F , where F is a family of 9 graphs, each having at most 6 vertices

(see [72]). One of these graphs is K1,3, which is both bipartite and split, and another one is a complete

graph on 5 vertices minus a single edge, which is co-bipartite. Hence, Theorem 4 implies that the property
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of being a line graph is easily testable. Two other graph properties which can be shown to be easily

testable via Theorem 4 are being a threshold graph and a trivially perfect graph. Since both properties are

equivalent to P∗F for an appropriate finite F , where in both cases P4 ∈ F (see [64, 65]), we immediately

deduce from Theorem 4 that both are easily testable.

As we mentioned above, Alon [2] proved that being F -free is easily testable if and only if F is bipartite.

It is now easy to see that the ‘only if’ part of Alon’s result follows from Theorem 5. As we mentioned

above, Alon and Shapira [9] proved that P∗F is not easily testable for every F other than P2, P3, P4, C4 and

their complements. Again, this result follows as a special case of Theorem 5.

Having given both a sufficient condition (i.e., Theorem 4) and a necessary condition (i.e., Theorem 5)

for being easily testable, it is natural to ask whether one of these conditions in fact characterizes the finite

families F for which P∗F is easily testable. Unfortunately, none do. It is known that being a split graph is

equivalent to P∗F where F = {C5, C4, C4} (see [64]). While F does not satisfy the condition of Theorem 4

(it does not contain a split graph), the property of being a split graph is easily testable since it is one of

the partition properties that were shown to be easily testable in [59]. Therefore, the sufficient condition in

Theorem 4 is not necessary. Showing that the necessary condition of Theorem 5 is not sufficient is a bit

harder, and is stated in the following theorem.

Theorem 2.1.1. There is a bipartite F1 and a co-bipartite F2 such that P∗{F1,F2} is not easily testable.

Thus the above theorem also implies that in Theorem 4 we cannot drop the requirement that F should

contain a split graph. The fact that we cannot drop the requirement that F should contain a bipartite

graph follows from [98] where it was (implicitly) proved that triangle-freeness is not easily testable. By

symmetry, the same holds for the co-bipartite graph.

The following theorem, which may be of independent interest, is the key technical step in the proof of

Theorem 5.

Theorem 2.1.2. For every h ≥ 3 there is ε0 = ε0(h) such that the following holds for every ε < ε0 and

every non-bipartite graph H on h vertices. For every n ≥ n0(ε) there is a graph on n vertices which is ε-far

from being induced H-free and yet contains at most εΩ(log(1/ε))nh (not necessarily induced) copies of H.

Thus far, we have only considered properties of the form P∗F for a finite set of forbidden induced

subgraphs F . We now move on to consider the case where F may be infinite. Here the situation is

somewhat more complicated. We start by introducing an important feature of a hereditary graph property.

Definition 2.1.3. Let F be a graph with vertex set V (F ) = {1, . . . , p} and let g : V (F )→ {0, 1}. We say

that a graph G is a g-blowup of F if G admits a vertex partition V (G) = P1 ∪ · · · ∪ Pp such that:

1. For every 1 ≤ i < j ≤ p, if (i, j) ∈ E(F ) then (Pi, Pj) is a complete bipartite graph, and if (i, j) /∈
E(F ) then (Pi, Pj) is an empty bipartite graph;

2. For every 1 ≤ i ≤ p, if g(i) = 1 then Pi is a clique and if g(i) = 0 then Pi is an independent set.

Definition 2.1.4. We say that a graph property P is closed under blowups if for every graph F which

satisfies P there is a function g : V (F )→ {0, 1} such that every g-blowup of F satisfies P.

Our main result regarding hereditary properties characterized by an infinite family of forbidden sub-

graphs F is the following.
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Theorem 2.1.5. Let F be a graph family such that

1. F contains a bipartite graph, a co-bipartite graph and a split graph.

2. P∗F is closed under blowups.

Then P∗F is easily testable.

We now recall the definition of a semi-algebraic graph property, which appears in the statement of

Theorem 6. A semi-algebraic graph property P is given by an integer k ≥ 1, a set of real 2k-variate

polynomials f1, . . . , ft ∈ R[x1, . . . , x2k] and a Boolean function Φ : {true, false}t → {true, false}. A graph

G satisfies the property P if one can assign a point pv ∈ Rk to each vertex v ∈ V (G) in such a way that a

pair of distinct vertices u, v are adjacent if and only if

Φ
(
f1(pu, pv) ≥ 0, . . . , ft(pu, pv) ≥ 0

)
= true.

In the expression fi(pu, pv), we substitute pu into the first k variables of fi and pv into the last k variables

of fi. In what follows, we call the points pv witnesses1 to the fact that G satisfies P.

Some examples of semi-algebraic graph properties are those that correspond to being an intersection

graph of certain semi-algebraic sets in Rk. For example, a graph is an interval graph if one can assign an

interval in R to each vertex so that u, v are adjacent iff their intervals intersect. Similarly, a graph is a unit

disc graph if it is the intersection graph of unit discs in R2.

The family of semi-algebraic graph properties has been extensively studied by many researchers, see e.g.

[51] and its references. Alon [3] conjectured that every semi-algebraic graph property is easily testable.

This conjecture is resolved by Theorem 6 which, as we now show, is a special case of Theorem 2.1.5.

Proof sketch for Theorem 6. Fix a semi-algebraic graph property P. Let F be the family of all graphs

which do not satisfy P. As P is a hereditary property, we have P = P∗F . To prove the theorem, it is enough

to show that P = P∗F satisfies Conditions 1 and 2 in Theorem 2.1.5. The fact that F satisfies Condition

1 of Theorem 2.1.5 follows directly from the well-known fact that every graph satisfying P has a bounded

VC-dimension (we will give the definition of the VC-dimension of a graph in the detailed proof of Theorem

6, see Section 2.5). As for Condition 2, assume F satisfies P, and {pv : v ∈ V (F )} are points witnessing

this fact. Then setting g(v) = 1 if and only if Φ
(
f1(pv, pv) ≥ 0; . . . ; ft(pv, pv) ≥ 0

)
= true, it is easy to see

that every g-blowup of F satisfies P. Indeed, the points witnessing the fact that a g-blowup of F satisfies

P are obtained by taking each of the points pv an appropriate number of times. �

The reader can find a more detailed proof of Theorem 6 in Section 2.5. Observe that an immediate

corollary of Theorem 6 is that for every semi-algebraic graph property P and ε > 0 there is w∗ = w∗P(ε) =

poly(1/ε), so that if G is ε-far from satisfying P, then G contains an induced subgraph on w∗ vertices

which does not satisfy P.

The concept of VC-dimension (implicitly) plays a key role in our proofs of Theorems 4, 2.1.5 and 6 (see

[16, Chapter 14] for an overview of this concept). In fact, as we (implicitly) show later in the chapter, a

hereditary property P satisfies Condition 1 of Theorem 2.1.5 (i.e., it forbids a bipartite graph, a co-bipartite

1Note that a graph G might have many assignments of points witnessing the fact that it satisfies P.
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graph and a split graph), if and only if it has bounded VC dimension2, in the sense that the VC-dimension

of any graph satisfying P is bounded from above by some constant depending only on P. Another aspect of

the role played by VC-dimension in our results is the fact that the main tool we use, i.e. the “conditional”

regularity lemma of [6] (stated here as Lemma 2.2.3), can be roughly stated as saying that graphs with

bounded VC-dimension have small and highly-structured regular partitions (see [80] for a similar result).

The proof of this lemma in [6] uses properties of VC-dimension.

It is worth mentioning that by now there are several works concerning efficient (i.e. polynomial) regular-

ity lemmas for special classes of graphs, such as graphs with bounded VC-dimension [6, 80] (as mentioned

above, the regularity lemma of [6] plays a key role in some of the proofs in this chapter); semi-algebraic

graphs and hypergraphs [50, 51, 112] and more generally distal graphs [31, 32, 103]; and graphs excluding

an induced bipartite half-graph [82].

Given Theorem 4, it is natural to ask if Condition 1 in Theorem 2.1.5 already guarantees that a property

is easily testable. In light of the above discussion, this is equivalent to the (aesthetically pleasing) statement

that every hereditary property of bounded VC dimension is easily testable. As our final theorem shows,

this is regretfully not the case.

Theorem 2.1.6. There is a family of graphs F that contains a bipartite graph, a co-bipartite graph and a

split graph, for which P∗F is not easily testable.

2.1.1 Some Nuggets from the Proofs

Here we give a rough overview of the proofs of Theorems 4, 5, 2.1.2 and 2.1.5. One key observation needed

for proving Theorems 4 and 2.1.5 is that given a bipartite graph A1, a co-bipartite graph A2, and a split

graph A3, there is a bipartite graph B with sides X,Y , so that no matter which graphs one puts on X and

on Y , one always gets a graph containing an induced copy of either A1, A2 or A3 (see Lemma 2.3.6). This

means that if a graph-family F satisfies the assumption of Theorem 4 and G is induced F-free, then G

has no induced copy of any graph obtained by adding edges to the two sides X,Y of B. If this is the case,

then one can apply a “conditional regularity lemma” of Alon, Fischer and Newman [6] in order to find a

highly structured partition of G (even more structured than the one produced by Szemerédi’s regularity

lemma [110]), which is of size only poly(1/ε). This is in sharp contrast to the general argument of [10]

that relied on Szemerédi’s regularity lemma (or, more precisely, strengthenings thereof), which can only

produce partitions of size tower(poly(1/ε)), see [66].

The proof of Theorem 2.1.5 is similar to that of Theorem 4, but involves an additional twist. The

difference between these two theorems is that in Theorem 2.1.5, the graph-family F is allowed to be

infinite. What usually considerably complicates proofs of this type is the need to embed multiple vertices

into the same part of the partition mentioned above. The difficulty arises from the fact that parts of the

partition are not highly structured (as opposed to the bipartite graphs between them). The purpose of

Condition 2 of Theorem 2.1.5 is precisely to overcome this difficulty. Indeed, when dealing with properties

satisfying this condition, it is enough to embed at most one vertex into each part. This feature is what

makes it possible to prove Theorem 2.1.5.

2What we show (see Lemma 2.3.6) is that Condition 1 of Theorem 2.1.5 implies that every graph G satisfying P has no

induced bipartite copy of some k × k bipartite graph. It is easy to see that this in turn implies that such a graph must have

VC dimension at most 2k.
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As we mentioned above, the construction described in Theorem 2.1.2 is the key step in the proof of

Theorem 5. We note that the novelty of Theorem 2.1.2 is that it constructs a graph G such that on the

one hand, G is far from being induced H-free, and on the other hand, even the number of not necessarily

induced copies of H in G is small. In comparison, constructions given in prior works [2, 9] were either far

from being induced H-free but contained many (non-induced) copies of H, or contained few copies of H

but were close to being induced H-free.

To prove Theorem 2.1.2, we too use a Ruzsa-Szemerédi-type construction based on Behrend’s example

[20] of a large set of integers S without 3-term arithmetic progressions. However, our argument involves

the following twists. First, we take a set S that does not contain a (non-trivial) solution to any convex3

linear equation with small coefficients. Second, we carefully label the vertices/clusters in this construction

in such a way that any copy of H in the construction will necessarily contain a monotone cycle, i.e. a cycle

whose labels increase in value. This property guarantees that such a cycle corresponds to a solution of a

convex linear equation with integers from S, but we know that S has no such solution.

2.2 Regularity in Graphs, Tournaments and Matrices

In this section we introduce some definitions related to the regularity method. We then state the Alon–

Fischer–Newman “conditional regularity lemma” [6], which is the key tool used in the proofs of Theorems

4, 2.1.5 and 8. Finally, we use the Alon–Fischer–Newman lemma to derive some efficient (“conditional”)

regularity lemmas for graphs and tournaments. Throughout this section and Sections 2.4 and 2.6, we

assume that n, i.e. the number of vertices of the host graph G, is large enough as a function of the other

parameters (i.e. the property P and the approximation parameter ε). We note that the minimal n for

which our arguments work is (only) polynomial in 1/ε (where the polynomial depends on P). To keep the

presentation clean, we will often implicitly assume4 that n is divisible by various integers that are bounded

from above by a function of P and ε (which is polynomial in 1/ε).

2.2.1 Regularity in Graphs

Let G be a graph on n vertices. For a set X ⊆ V (G), we denote by G[X] the subgraph of G induced by

X. We say that X is homogeneous if it is either a clique or an independent set.

For a pair of disjoint sets X,Y ⊆ V (G), let e(X,Y ) denote the number of edges with one endpoint in

X and one endpoint in Y , and set d(X,Y ) = e(X,Y )
|X||Y | . The number d(X,Y ) is called the density of the pair

(X,Y ). Note that d(X,Y ) = 1 (resp. d(X,Y ) = 0) if and only if the bipartite graph between X and Y is

complete (resp. empty). We say that the pair (X,Y ) is homogeneous if either d(X,Y ) = 1 or d(X,Y ) = 0.

For δ ∈ (0, 1), we say that (X,Y ) is δ-homogeneous if either d(X,Y ) ≥ 1 − δ or d(X,Y ) ≤ δ. In cases

where we consider several graphs at the same time, we write dG(X,Y ) to refer to the density in G. The

weight of (X,Y ) is defined as |X||Y |
n2 .

Let U = {U1, . . . , Ur} be a vertex-partition of G, i.e. V (G) = U1 ] · · · ] Ur. We say that U is an

equipartition if ||Ui| − |Uj || ≤ 1 for every 1 ≤ i, j ≤ r. Evidently, if r divides n (which we will assume to

be the case, as mentioned above) then all parts U1, . . . , Ur have the same size.

3A linear equation is convex if it is of the form a1x1 + . . .+ akxk = (a1 + . . .+ ak)xk+1 with all ai > 0.
4if one wishes to discard this assumption, then it may be necessary to slightly change some of the constants chosen in the

course of the proofs appearing in Sections 2.2, 2.4 and 2.6.
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We say that U is δ-homogeneous if the sum of weights of non-δ-homogeneous pairs (Ui, Uj), 1 ≤ i 6= j ≤ r,
is at most δ. Note that if all parts in U have the same size then U is δ-homogeneous if and only if the

number of (ordered) non-δ-homogeneous pairs (Ui, Uj) is at most δr2.

2.2.2 Regularity in Tournaments

The definitions of Section 2.2.1 have natural analogues in the setting of tournaments. For a pair of vertices

x, y in a digraph D, we write (x, y) for the edge directed from x to y. For a pair of disjoint subsets

X,Y ⊆ V (D), we write X → Y to mean that (x, y) ∈ E(D) for every x ∈ X, y ∈ Y . If X = {x} and

Y = {y}, we write x → y instead of {x} → {y}. We write E(X,Y ) for the set of edges going from X

to Y . Note that E(X,Y ) is not the same as E(Y,X). Evidently, if the digraph D is a tournament then

E(Y,X) = ∅ if and only if X → Y .

Let T be a tournament and let X,Y ⊆ V (T ) be disjoint. We set e(X,Y ) = |E(X,Y )| and d(X,Y ) =
e(X,Y )
|X||Y | . Note that d(X,Y )+d(Y,X) = 1, as T is a tournament. We have X → Y if and only if d(X,Y ) = 1,

and Y → X if and only if d(X,Y ) = 0. For a constant δ < 1
2 , we say that (X,Y ) is δ-homogeneous if either

d(X,Y ) ≥ 1−δ or d(X,Y ) ≤ δ. We say that the dominant direction of (X,Y ) is X → Y if d(X,Y ) ≥ 1
2 and

is Y → X if d(X,Y ) < 1
2 . The weight of the pair (X,Y ) is |X||Y |

n2 . As in the graph case, an equipartition

U = {U1, . . . , Ur} of V (T ) is δ-homogeneous if the sum of weights of non-δ-homogeneous pairs (Ui, Uj),

1 ≤ i 6= j ≤ r, is at most δ.

2.2.3 Regularity in Matrices and the Alon–Fischer–Newman Regularity Lemma

Let A be an n × n matrix with 0/1 entries whose rows and columns are indexed by 1, ..., n. For two sets

R,C ⊆ [n], the block R×C is the submatrix of A whose rows are the elements of R and whose columns are

the elements of C. The density of the block R×C, denoted by d(R×C), is the fraction of 1’s in the block.

For δ ∈ (0, 1), we say that R×C is δ-homogeneous if either d(R×C) ≥ 1− δ or d(R×C) ≤ δ. The weight

of R×C is |R||C|
n2 . A partition of A is a pair (R, C), where R and C are partitions of [n]. We think of R as a

partition of the rows of A, and of C as a partition of the columns of A. We say that (R, C) is δ-homogeneous

if the sum of weights of non-δ-homogeneous blocks R × C, where R ∈ R and C ∈ C, is at most δ. In the

case that A is the adjacency matrix of a graph G or of a tournament5 T , these definitions are analogous to

the definitions given in Sections 2.2.1 and 2.2.2, respectively. Indeed, every pair of disjoint sets X,Y (in a

graph or a tournament) satisfies d(X,Y ) = d(X ×Y ) (where the quantity on the left-hand side is the edge

density in the bipartite graph/tournament with sides X,Y , and the quantity on the right-hand side is the

density of the block X × Y in A). Moreover, if P is a partition of [n] such that (P,P) is a δ-homogeneous

partition of A, then6 P is a δ-homogeneous partition of the corresponding graph or tournament.

A partition (R′, C′) is a refinement of a partition (R, C) if every block of R′ × C′ is contained in some

block of R× C. We will need the following two lemmas.

Lemma 2.2.1. Let δ ∈ (0, 1). If (R, C) is a δ2

2 -homogeneous partition of an n × n matrix A, then every

refinement of (R, C) is a δ-homogeneous partition of A.

5The adjacency matrix of a tournament T = (V,E) is the V × V matrix in which the (i, j)th entry is 1 if (i, j) ∈ E and 0

otherwise.
6The other direction is not necessarily true, because the definition of a δ-homogeneous partition of a matrix takes into

account the “diagonal” blocks X ×X, while the definition of a δ-homogeneous partition of a graph/tournament does not.
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Proof. Let (R′, C′) be a refinement of (R, C). Let N be the set of non-δ-homogeneous blocks of (R′, C′).
Our goal is to show that the sum of weights of blocks R′ ×C ′ ∈ N is at most δ. Let N1 (resp. N2) be the

set of blocks R′ × C ′ ∈ N that are contained in a δ2

2 -homogeneous (resp. non- δ
2

2 -homogeneous) block of

(R, C). Since (R, C) is a δ2

2 -homogeneous partition, the sum of weights of blocks R′ × C ′ ∈ N2 is at most
δ2

2 . Since N = N1∪N2 and δ
2 + δ2

2 ≤ δ, it is enough to show that the sum of weights of blocks R′×C ′ ∈ N1

is at most δ
2 .

Let R×C be a δ2

2 -homogeneous block of (R, C) and suppose without loss of generality that d(R×C) ≤ δ2

2

(the case that d(R × C) ≥ 1 − δ2

2 is symmetrical). Let R′1, . . . , R
′
k (resp. C ′1, . . . , C

′
`) be the parts of R′

(resp. C′) which are contained in R (resp. C). By averaging we have

d(R× C) =
k∑
i=1

∑̀
j=1

|R′i||C ′j |
|R||C|

· d(R′i × C ′j).

By Markov’s inequality, the total weight of blocks R′i × C ′j for which d(R′i, C
′
j) > δ is less than δ

2 ·
|R||C|
n2 .

In conclusion, for every δ2

2 -homogeneous block R × C of (R, C) it holds that the total weight of blocks

R′ × C ′ ∈ N1 contained in R × C is less than δ
2 ·
|R||C|
n2 . By summing over all δ2

2 -homogeneous blocks of

(R, C) we get that the total weight of blocks R′ × C ′ ∈ N1 is less than δ
2 , as required. �

Lemma 2.2.2. Let A be an n×n matrix, let δ ∈ (0, 1), let P0 be an equipartition of [n], and let (R, C) be a
δ2

8 -homogeneous partition of A. Then there is an equipartition U of [n] such that (U ,U) is a δ-homogeneous

partition of A, and such that U refines P0 and has r := d4/δe · |P0| · |R| · |C| parts.

Proof. Let S be the common refinement of R, C and P0, i.e. S = {R ∩ C ∩ P : R ∈ R, C ∈ C, P ∈ P0}.
Partition every S ∈ S into equal parts of size n

r and an additional part of size less than n
r . Denote the

resulting partition by T . For each P ∈ P0, let ZP be the union of all additional parts contained in P , and

note that |ZP | < |R| · |C| · nr . Set Z =
⋃
P∈P0

ZP , noting that |Z| ≤ |P0| · |R| · |C| · nr ≤
δn
4 . As (T , T ) is

a refinement of (R, C) and (R, C) is a δ2

8 -homogeneous partition of A, Lemma 2.2.1 (with δ
2 in place of δ)

implies that (T , T ) is a δ
2 -homogeneous partition of A.

Let U be the equipartition obtained from T by partitioning each of the sets ZP (P ∈ P0) into parts of

size n
r . It is clear that U refines P0 and has r parts. We claim that (U ,U) is a δ-homogeneous partition of A.

Observe that if X × Y is a non-δ-homogeneous block of (U ,U), then either X × Y is a non-δ-homogeneous

block of (T , T ), or one of the sets X,Y is contained in Z. Since |Z| ≤ δn
4 , the sum of weights of blocks

X × Y for which X or Y is contained in Z is at most 2|Z|n
n2 ≤ δ

2 . Combining this with the fact that (T , T )

is δ
2 -homogeneous, we get that (U ,U) is δ-homogeneous, as required. �

Let B be a 0/1-valued h× h matrix. A copy of B in a matrix A is a sequence of rows r1 < · · · < rh and

a sequence of columns c1 < · · · < ch such that Ari,cj = Bi,j for every 1 ≤ i, j ≤ h. We are now ready to

state the Alon–Fischer–Newman Regularity Lemma [6].

Lemma 2.2.3 (Alon–Fischer–Newman [6]). There is a constant c0 such that the following holds for every

integer h ≥ 1 and δ ∈ (0, 1). For every 0/1-valued matrix A of size n × n with n > (h/δ)c0h, either A

has a δ-homogeneous partition (R, C) with |R|, |C| ≤ (h/δ)c0h, or for every 0/1-valued h× h matrix B, A

contains at least (δ/h)c0h
2

n2h copies of B.
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2.2.4 Applications of the Alon–Fischer–Newman Regularity Lemma

In this section we apply Lemma 2.2.3 to the adjacency matrices of graphs and tournaments. We will give

proofs only for the graph case, since the proofs in the tournament case are essentially the same. In what

follows, we assume that the vertex set of the graph G is [n].

An induced bipartite copy of a bipartite graph H = (S ∪ T,E) in a graph G is an injection ϕ : V (H)→
V (G) such that for every s ∈ S and t ∈ T we have (s, t) ∈ E(H) if and only if (ϕ(s), ϕ(t)) ∈ E(G).

Notice that there is no restriction on the subgraphs of G induced by ϕ(S) or by ϕ(T ) (in other words, the

definition only “cares” about the edges between ϕ(S) and ϕ(T )).

Lemma 2.2.4. There is a function ρ2.2.4 : N × (0, 1) → (0, 1) such that7 ρ2.2.4(h, δ) = poly(δ), and such

that for every integer h ≥ 1, for every h × h bipartite graph H = (S ∪ T,E) and for every δ ∈ (0, 1),

the following holds: let G be a graph on n ≥ n0 (h, δ) = poly(1/δ) vertices and let P0 be an equipartition

of V (G) = [n]. Then G either contains at least ρ2.2.4(h, δ)n2h induced bipartite copies of H or admits a

δ-homogeneous equipartition U which refines P0 and has at most |P0| · ρ2.2.4(h, δ)−1 parts.

Proof. We prove the lemma with ρ = ρ2.2.4(h, δ) := ( δ
2

8h)3c0h2
(where c0 is from Lemma 2.2.3). Let

A = A(G) be the adjacency matrix of G. Let B be the bipartite adjacency matrix of H; that is, B

is an h × h matrix, indexed by S × T , in which Bs,t = 1 if (s, t) ∈ E(H) and Bs,t = 0 otherwise.

Suppose first that A contains at least ( δ
2

8h)c0h
2
n2h copies of B. Observe that a copy of B which does

not intersect the main diagonal of A corresponds to an induced bipartite copy of H in G. The number

of h × h submatrices of A which intersect its main diagonal is O(n2h−1). Thus, G contains at least

( δ
2

8h)c0h
2
n2h −O(n2h−1) ≥ ( δ

2

8h)2c0h2
n2h ≥ ρn2h induced bipartite copies of H, as required.

Now suppose that A contains less than ( δ
2

8h)c0h
2
n2h copies of B. By Lemma 2.2.3, applied with approx-

imation parameter δ2

8 , A admits a δ2

8 -homogeneous partition (R, C) with |R| , |C| ≤ (8h
δ2 )c0h. By Lemma

2.2.2, there is an equipartition U of [n] which refines P0, has

d4/δe · |P0| · |R| · |C| ≤ 8δ−1|P0| ·
(

8h

δ2

)2c0h

≤ |P0| ·
(

8h

δ2

)3c0h

≤ |P0| · ρ−1

parts, and satisfies that (U ,U) is a δ-homogeneous partition of A. This implies that U is a δ-homogeneous

partition of G. The lemma follows. �

Lemma 2.2.6 below is a “conditional” variant of a well-known corollary of Szemerédi’s regularity lemma

(see e.g. [5]). For its proof we will need the following standard quantitative version of Ramsey’s theorem.

Claim 2.2.5 (see e.g. [23]). Every graph on 4k vertices contains a homogeneous set of size k.

Lemma 2.2.6. There is a function ζ2.2.6 : N2× (0, 1)→ (0, 1) such that ζ2.2.6(h,m, γ) = poly(γ), and such

that the following holds for every h,m ≥ 1, for every h×h bipartite graph H, and for every γ ∈ (0, 1). Every

graph G on n ≥ n0(h,m, γ) = poly(1/γ) vertices either contains at least ζ2.2.6(h,m, γ)n2h induced bipartite

copies of H or there are pairwise-disjoint subsets W1, . . . ,Wm ⊆ V (G) with the following properties:

7By ρ2.2.8(h, δ) = poly(δ) we mean that ρ2.2.8(h, δ) is at least polynomial in δ. The particular polynomial may (and usually

will) depend on h, but we omit this from the notation because in what follows, h will depend only on the property P (and not

on ε). Similarly, the notation ζ2.2.8(h,m, δ, γ) = poly(δ, γ) in Lemma 2.2.8 means that ζ2.2.8(h,m, δ, γ) is (at least) polynomial

in δ, γ, where the polynomial may depend on h,m.
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1. Either d(Wi,Wj) ≥ 1− γ for every 1 ≤ i < j ≤ m, or d(Wi,Wj) ≤ γ for every 1 ≤ i < j ≤ m.

2. |Wi| ≥ n · ζ2.2.6(h,m, γ) for every 1 ≤ i ≤ m.

Proof. Set δ := min{4−m−1, γ}. We prove the lemma with ζ = ζ2.2.6(h,m, γ) := 4−m−1 · ρ2.2.4(h, δ),

where ρ2.2.4 is from Lemma 2.2.4. We assume that G contains less than ζn2h (and hence also less than

ρ2.2.4(h, δ)n2h) induced bipartite copies of H and prove that the other alternative in the lemma holds. Let

P0 be an arbitrary equipartition of V (G) into 4m+1 parts. Apply Lemma 2.2.4 with δ as defined above,

to obtain a δ-homogeneous equipartition W of G which refines P0 and has at most |P0| · ρ2.2.4(h, δ)−1 =

4m+1 · ρ2.2.4(h, δ)−1 = ζ−1 parts. Then every W ∈ W satisfies |W | ≥ ζn.

Set w := |W|, noting that w ≥ 4m+1 because W refines P0. Define an auxiliary graph J on the set W
in which (W,W ′) is an edge if and only if the pair (W,W ′) is δ-homogeneous. Since W is a δ-homogeneous

partition, we have

e(J) ≥
(
w

2

)
− δw2 ≥

(
w

2

)
− 4−m−1w2 >

(
1− 1

4m − 1

)
w2

2
.

By Turán’s Theorem (see e.g. [23]), there is a subset W ′ ⊆ W of size |W ′| = 4m which spans a clique

in J . Then for every W,W ′ ∈ W ′, the pair (W,W ′) is δ-homogeneous and hence also γ-homogeneous.

Define a new graph on W ′ as follows: for W,W ′ ∈ W ′, put an edge between W and W ′ if and only if

d(W,W ′) ≥ 1 − γ (the other option being that d(W,W ′) ≤ γ). By Ramsey’s theorem (see Claim 2.2.5),

this graph contains a homogeneous set of size m, which we denote by {W1, . . . ,Wm}. Then we have either

d(Wi,Wj) ≥ 1 − γ for every 1 ≤ i < j ≤ m, or d(Wi,Wj) ≤ γ for every 1 ≤ i < j ≤ m, depending on

whether {W1, . . . ,Wm} is a clique or an independent set. This completes the proof. �

In what follows, we will need the following simple claim, whose proof is straightforward and thus omitted.

Claim 2.2.7. Let γ, η ∈ (0, 1), let X,Y be disjoint vertex-sets and let X ′ ⊆ X, Y ′ ⊆ Y be such that

|X ′| ≥ (η/γ)1/2|X| and |Y ′| ≥ (η/γ)1/2|Y |. If (X,Y ) is η-homogeneous then |d(X ′, Y ′)− d(X,Y )| ≤ γ.

The following lemma is the main tool used in the proofs of Theorems 4 and 2.1.5. It is worth noting

that the idea of taking a regular partition and a refinement thereof (with a better measure of regularity)

was first introduced in [5]. This approach, tailored to regularity lemmas with polynomial bounds, was also

applied in [51].

Lemma 2.2.8. There are functions ρ2.2.8 : N × (0, 1) → (0, 1) and ζ2.2.8 : N2 × (0, 1)2 → (0, 1) such

that ρ2.2.8(h, δ) = poly(δ), ζ2.2.8(h,m, δ, γ) = poly(δ, γ), and the following holds for every pair of integers

h,m ≥ 1, for every γ, δ ∈ (0, 1) and for every h×h bipartite graph H. Every graph G on n ≥ n0(h,m, δ, γ) =

poly(1/δ, 1/γ) vertices either contains at least ζ2.2.8(h,m, δ, γ)n2h induced bipartite copies of H or satisfies

the following. There is an equipartition U = {U1, ..., Ur} of V (G) with δ−1 ≤ r ≤ ρ2.2.8(h, δ)−1 parts, and

for each 1 ≤ i ≤ r there is a set Wi ⊆ Ui and pairwise-disjoint sets Wi,1, . . . ,Wi,m ⊆Wi satisfying

1. For all but at most δr2 of the pairs 1 ≤ i < j ≤ r, it holds that (Ui, Uj) is δ-homogeneous and

|d(Wi,Wj)− d(Ui, Uj)| ≤ 1
4 .

2. For every 1 ≤ i < j ≤ r, (Wi,Wj) is γ-homogeneous and |d(Wi,s,Wj,t) − d(Wi,Wj)| ≤ γ for every

1 ≤ s, t ≤ m.
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3. For every 1 ≤ i ≤ r, either d(Wi,s,Wi,t) ≥ 1 − γ for every 1 ≤ s < t ≤ m or d(Wi,s,Wi,t) ≤ γ for

every 1 ≤ s < t ≤ m.

4. |Wi,s| ≥ n · ζ2.2.8(h,m, δ, γ) for every 1 ≤ i ≤ r and 1 ≤ s ≤ m.

Proof. Put

ρ :=
δ

2
· ρ2.2.4

(
h,
δ

5

)
,

η := min
{
ρ4, γ · ζ2.2.6(h,m, γ)2

}
,

ρ1 := ρ · ρ2.2.4(h, η),

ζ := min
{
ρ, ζ2.2.6(h,m, γ) · ρ2h

1 , (η/γ)1/2 · ρ1

}
,

where ρ2.2.4 is from Lemma 2.2.4 and ζ2.2.6 is from Lemma 2.2.6. We prove the lemma with ρ2.2.8(h, δ) := ρ

and ζ2.2.8(h,m, δ, γ) := ζ. It is easy to check (using the guarantees of Lemmas 2.2.4 and 2.2.6) that ρ is

polynomial in δ, and that ζ is polynomial in δ and γ, as required.

We assume that G contains less than ζn2h induced bipartite copies of H and prove that the other alter-

native in the statement of the lemma holds. Since ζ ≤ ρ ≤ ρ2.2.4(h, δ5), G contains less than ρ2.2.4(h, δ5)n2h

induced bipartite copies of H. Let P0 be an arbitrary equipartition of V (G) into d1/δe parts. By Lemma

2.2.4 with approximation parameter δ
5 , there is a δ

5 -homogeneous equipartition U = {U1, . . . , Ur} of G

which refines P0, and satisfies

|U| = r ≤ |P0| · ρ2.2.4

(
h,
δ

5

)−1

≤ 2

δ
· ρ2.2.4

(
h,
δ

5

)−1

= ρ−1 = ρ2.2.8(h, δ)−1.

Note also that r ≥ δ−1, as U is a refinement of P0.

Since ζ ≤ ρ1 ≤ ρ2.2.4(h, η), our assumption in the beginning of the proof implies that G contains less

than ρ2.2.4(h, η)n2h induced bipartite copies of H. Thus, by Lemma 2.2.4 with approximation parameter

η and with P0 = U , G admits an η-homogeneous equipartition W that refines U and has at most |W| ≤
|U| · ρ2.2.4(h, η)−1 ≤ ρ−1 · ρ2.2.4(h, η)−1 = ρ−1

1 parts. Hence, for every W ∈ W we have |W | ≥ ρ1n.

For each 1 ≤ i ≤ r define Wi = {W ∈ W : W ⊆ Ui}. Sample a part Wi ∈ Wi uniformly at random. Let

A1 be the event that all pairs (Wi,Wj) are η-homogeneous. By using the fact that W is η-homogeneous,

we get that for every 1 ≤ i < j ≤ r, the probability that (Wi,Wj) is not η-homogeneous is at most

η|W|2

(|W|/|U|)2
= η|U|2 = ηr2 ≤ ηρ−2 ≤ ρ2.

Thus, by the union bound over all
(
r
2

)
< 1

2ρ2 pairs 1 ≤ i < j ≤ r, we get that P [A1] > 1
2 .

A pair 1 ≤ i < j ≤ r is called good if (Ui, Uj) is δ
5 -homogeneous and |d(Wi,Wj) − d(Ui, Uj)| ≤ 1

4 ;

otherwise (i, j) is called bad. Let A2 be the event that there are at most δr2 bad pairs. Note that if A2

happened then Item 1 of the lemma is satisfied. We claim that P[A2] > 1
2 . To this end, note that if (Ui, Uj)

is δ
5 -homogeneous and |d(Wi,Wj) − d(Ui, Uj)| > 1

4 , then either d(Ui, Uj) ≥ 1 − δ
5 and d(Wi,Wj) <

3
4 , or

d(Ui, Uj) ≤ δ
5 and d(Wi,Wj) >

1
4 ; in either case, the probability that this happens is less than δ/5

1/4 = 4δ
5 .
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It follows that the expected number of pairs 1 ≤ i < j ≤ r for which (Ui, Uj) is δ
5 -homogeneous but

|d(Wi,Wj)− d(Ui, Uj)| > 1
4 , is less than 4δ

5

(
r
2

)
< 2δ

5 r
2. By Markov’s inequality, the probability that there

are more than 4δ
5 r

2 such pairs is smaller than 1
2 . Now, since all but at most δ

5r
2 of the pairs (Ui, Uj)

are δ
5 -homogeneous, our assertion that P[A2] > 1

2 follows. Thus, we proved that P[Ai] > 1
2 for both

i = 1, 2. This implies that P[A1 ∩ A2] > 0. From now on we fix a choice of W1, . . . ,Wr for which both A1

and A2 happened.

Let 1 ≤ i ≤ r, and observe that G[Wi] contains less than ζ2.2.6(h,m, γ) · |Wi|2h induced bipartite copies

of H. Indeed, this follows from the fact that |Wi| ≥ ρ1n, the fact that ζ ≤ ζ2.2.6(h,m, γ) · ρ2h
1 , and our

assumption that G contains less than ζn2h induced bipartite copies of H. So by Lemma 2.2.6, applied to

the graph G[Wi], there are pairwise-disjoint sets Wi,1, . . . ,Wi,m ⊆Wi such that

|Wi,s| ≥ ζ2.2.6(h,m, γ) · |Wi| ≥ (η/γ)1/2 · |Wi| ≥ (η/γ)1/2 · ρ1n ≥ ζn

for every 1 ≤ s ≤ m (where in the second inequality we used our choice of η), and such that either

d(Wi,s,Wi,t) ≥ 1−γ for every 1 ≤ s < t ≤ m or d(Wi,s,Wi,t) ≤ γ for every 1 ≤ s < t ≤ m. This establishes

Item 3-4 of the lemma. Item 1 is guaranteed by our choice of W1, . . . ,Wr (i.e. by the assumption that

A2 happened). It thus remains to establish Item 2. The fact that all pairs (Wi,Wj) are γ-homogeneous

follows from our assumption that A1 happened and the fact that η ≤ γ. Now let 1 ≤ i < j ≤ r and

1 ≤ s, t ≤ m. Note that (Wi,Wj) is η-homogeneous (as A1 happened), and that |Wi,s| ≥ (η/γ)1/2 · |Wi|
and |Wj,t| ≥ (η/γ)1/2 · |Wj |. So by Claim 2.2.7 with X = Wi, Y = Wj , X

′ = Wi,s and Y ′ = Wj,t, we have

|d(Wi,s,Wj,t)− d(Wi,Wj)| ≤ γ, as required. �

Let us now describe the tournament analogue 8 of Lemma 2.2.8, as well as the minor changes that

need to be made in the proofs in this section in order to proof this lemma. In the tournament setting, the

analogue of induced bipartite graphs is bipartite tournaments, i.e. orientations of complete bipartite graphs.

A copy of a bipartite tournament H with sides M,N in a tournament T is an injection ϕ : V (H)→ V (T )

such that for every x ∈ S and y ∈ T we have (x, y) ∈ E(H) if and only if (ϕ(x), ϕ(y)) ∈ E(T ). When

proving the tournament version of Lemma 2.2.4, one needs to consider the bipartite adjacency matrix of

the given bipartite tournament H = (M ∪N,E); this is the M ×N matrix in which (x, y)th entry is 1 if

(x, y) ∈ E(H) and 0 if (y, x) ∈ E(H) (for all x ∈M and y ∈ N). All other proofs9 carry over essentially as

is (with induced bipartite graphs replaced with bipartite tournaments). The following is our conditional

regularity lemma for tournaments.

Lemma 2.2.9. There is a function ρ2.2.9 : N× (0, 1)→ (0, 1) and such that ρ2.2.9(h, δ) = poly(δ) and the

following holds for every integer h ≥ 1, for every δ ∈ (0, 1) and for every h × h bipartite tournament H.

Every tournament T on n ≥ n0(h, δ) = poly(1/δ) vertices either contains at least ρ2.2.9(h, δ)n2h copies of H

or satisfies the following. There is an equipartition U = {U1, ..., Ur} of V (T ) with δ−1 ≤ r ≤ ρ2.2.9(h, δ)−1

parts, and for each 1 ≤ i ≤ r there is a set Wi ⊆ Ui, such that the following holds.

1. For all but at most δr2 of the pairs 1 ≤ i < j ≤ r, it holds that (Ui, Uj) is δ-homogeneous and

|d(Wi,Wj)− d(Ui, Uj)| ≤ 1
4 .

8In fact, in order to prove (the if part of) Theorem 8 we do not need the full strength of Lemma 2.2.8, but can settle for

the special case m = 1 of this lemma (see Lemma 2.2.9).
9Since we will only need the (tournament analogue of the) m = 1 case of Lemma 2.2.8, we have no need for proving a

tournament analogue of Lemma 2.2.6, although this can be done by essentially repeating the proof of that lemma.
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2. (Wi,Wj) is δ-homogeneous for every 1 ≤ i < j ≤ r.

3. |Wi| ≥ n · ρ2.2.9(h, δ) for every 1 ≤ i ≤ r.

2.3 Some Randomized Constructions

In this section we describe some randomized constructions of graphs and tournaments that will be used

later on. Here we will start with the tournament case, as this case will require a somewhat more complicated

construction. We then explain how to adapt our arguments to give an analogous construction for graphs.

A k-partite tournament is an orientation of a complete k-partite graph. A completion of a k-partite

tournament H = (V1∪V2 · · ·∪Vk, E) is any tournament on V (H) that agrees with H on the edges between

the sets V1, ..., Vk, i.e. any tournament obtained from H by adding k arbitrary tournaments on the sets

V1, . . . , Vk. Our main lemma is as follows.

Lemma 2.3.1. For every f ≥ 2 there are m0 = m0(f) and γ = γ(f) > 0 with the following property. Let

F be an oriented graph on f vertices and let D be an oriented graph on [k], where 2 ≤ k ≤ f . Suppose

that V (F ) has a partition V (F ) = X1 ∪ · · · ∪Xk such that F [Xi] is an acylic digraph for every 1 ≤ i ≤ k,

and such that E(Xj , Xi) = ∅ for every (i, j) ∈ E(D). Then for every m ≥ m0 there exists a k-partite

tournament H with sides V1, . . . , Vk such that the following holds.

1. |Vi| = m for every i = 1, ..., k.

2. Vi → Vj for every (i, j) ∈ E(D).

3. Every completion of H contains a collection C of at least γm2 copies of F with the property that every

edge e ∈ E(H) is contained in at most one of the copies of F in C.

In the proof of Lemma 2.3.1 we use the following three claims. Denote by Bin(N, p) the binomial

distribution with parameters N and p. The following is a standard Chernoff-type bound.

Claim 2.3.2 ([16]). Pr
[
Bin(N, p) < (1− α)Np

]
≤ e−Npα2/2.

The following is the well-known tournament analogue of Ramsey’s theorem.

Claim 2.3.3 ([84]). Every tournament on 2k−1 vertices contains a transitive subtournament on k vertices.

Claim 2.3.4. Let t ≥ 1, q ≥ 2 be integers. Then there is a collection S ⊆ [t]q of size at least (t/q)2 such

that every pair of distinct q-tuples in S have at most one identical entry.

Proof. We construct the collection S greedily: we start with an empty collection, add an arbitrary q-

tuple to it, discard all q-tuples that coincide in more than one entry with the q-tuple we added, and repeat.

At the beginning we have all tq of the q-tuples in [t]q. At each step we discard at most
(
q
2

)
tq−2 tuples.

Therefore, at the end of the process we have a collection of size at least

tq

1 +
(
q
2

)
tq−2

≥ tq

q2tq−2
=
t2

q2
,

as required. �
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Proof of Lemma 2.3.1. For every i = 1, ..., k put Fi = F [Xi] and fi = |Xi|. Fix an integer m > m0(f),

where m0(f) will be chosen later. For convenience of presentation, we assume that m is divisible by 2f

and by 2fi for every i. Let V1, ..., Vk be pairwise-disjoint vertex sets of size m each. The edges between

the sets V1, ..., Vk are oriented as follows: for every (i, j) ∈ E(D) we direct all edges from Vi to Vj . For

every 1 ≤ i < j ≤ k for which (i, j), (j, i) /∈ E(D), orient the edges between Vi and Vj randomly and

independently with probability 1/2. We will show that with positive probability, the resulting k-partite

tournament, H, satisfies the assertion of Item 3 in the lemma, thus finishing the proof.

An F -partition is a tuple (Pi,j , Ti,j)i,j , where 1 ≤ i ≤ k and 1 ≤ j ≤ m
2fi

, with the following two

properties.

� For each 1 ≤ i ≤ k, Pi,1, ...,Pi, m
2fi

are pairwise-disjoint subsets of Vi, each of size fi = |Xi|.

� For each 1 ≤ i ≤ k and 1 ≤ j ≤ m
2fi

, Ti,j is a labeled transitive tournament on the set Pi,j .

Note that
⋃m/(2fi)
j=1 Pi,j is a subset of Vi of size exactly m

2 (for each 1 ≤ i ≤ k). The number of ways to

choose an F -partition is exactly
k∏
i=1

m!

(m/2)!
≤ mkm. (2.1)

By Claim 2.3.4 with parameters t = m
2f and q = k, there is a collection S ⊆

[
m
2f

]k ⊆ [ m2f1

]
× · · · ×

[
m

2fk

]
such that |S| ≥

(
m

2fk

)2 ≥ m2

4f4 , and such that the following holds:

For every pair s = (s1, ..., sk), s
′ = (s′1, ..., s

′
k) ∈ S, #

{
1 ≤ i ≤ k : si = s′i

}
≤ 1. (2.2)

For each i = 1, . . . , k we fix a linear ordering of the vertices of Fi in which all edges point forward, that

is, if (u, v) ∈ E(Fi) then u precedes v in the ordering. Such an ordering exists since Fi is acyclic. Fix

an F -partition Q = (Pi,j , Ti,j)i,j and let s = (s1, ..., sk) ∈ S. Since Ti,si is transitive and Fi is acyclic, Fi
can be embedded into Ti,si . In what follows, when we say that Ti,si plays the role of Fi we mean that Fi
is embedded in Ti,si in an order-preserving way with respect to our fixed ordering of Fi and the unique

ordering of Ti,si in which all edges point forward. Let AQ(s) be the event that T1,s1 ∪ · · · ∪ Tk,sk , together

with the edges of H connecting the sets P1,s1 , . . . ,Pk,sk , contains a copy of F with Ti,si playing the role of

Fi. Then P [AQ(s)] ≥ 2−
∑
fifj > 2−f

2
. Observe that by (2.2), the events {AQ(s) : s ∈ S} are independent.

Since |S| ≥ m2

4f4 , the random variable

ZQ :=
∑
s∈S

1AQ(s)

stochastically dominates a binomial random variable with distribution Bin
(
m2

4f4 , 2
−f2
)

. By Claim 2.3.2

with parameter α = 1
2 we have:

P

[
ZQ <

2−f
2
m2

8f4

]
≤ P

[
Bin

(
m2

4f4
, 2−f

2

)
<

2−f
2
m2

8f4

]
≤ exp

{
−2−f

2
m2

32f4

}
< m−fm ≤ m−km.

The strict inequality above holds if m is large enough, and we choose m0(f) accordingly. Set γ = γ(f) =

2−f
2
/(8f4). As we saw in (2.1), there are at most mkm ways to choose an F -partition Q. By the union

bound over all F -partitions we get that the following event has positive probability: for every F -partition
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Q, the number of s ∈ S for which AQ(s) happened is at least γm2. We now show that if this event happens

then H satisfies the assertion of Item 3 in the lemma.

Let T be a completion of H. For every 1 ≤ i ≤ k, we use Claim 2.3.3 to extract from Vi a collection

Pi,1, ...,Pi, m
2fi

of pairwise-disjoint sets, each of size fi, such that T [Pi,j ] is transitive for every 1 ≤ j ≤ m
2fi

.

We extract these sets one by one and stop when there are m
2 remaining vertices. By Claim 2.3.3, we can

do this as long as there are at least 2fi−1 remaining vertices. By choosing m0(f) to be large enough we

can guarantee that m
2 ≥ 2fi−1.

For every 1 ≤ i ≤ k and 1 ≤ j ≤ m
2fi

, set Ti,j = T [Pi,j ]. Consider this F -partition Q = (Pi,j , Ti,j)i,j . By

our assumption, the event AQ(s) happened for at least γm2 of the elements s ∈ S. By the definition of

the event AQ(s), if this event happened then the vertex-set P1,s1 ∪ · · · ∪ Pk,sk contains a copy of F (in the

tournament T ) with Ti,si playing the role of Fi. The collection C required by Item 3 consists of all such

copies of F . By (2.2), every pair of copies of F in C can share vertices in no more than one of the parts

V1, . . . , Vk. Therefore, every edge e ∈ E(H) (that is, an edge that connects vertices in two distinct parts

Vi, Vj) is contained in at most one of these copies. Thus, Item 3 in the lemma holds, as required. �

We now establish a useful corollary of Lemma 2.3.1. We say that a bipartite tournament H forces an

oriented graph F if every completion of H contains a copy of F .

Lemma 2.3.5. Let F be a 2-colorable oriented graph. Then there is a bipartite tournament that forces F .

Proof. Let V (F ) = X1 ∪X2 be a proper 2-coloring of F . Apply Lemma 2.3.1 with parameter f = |V (F )|
and with D being the empty digraph on 2 vertices. Lemma 2.3.1 implies that there is a bipartite tournament

H with sides V1, V2, where |V1| = |V2| = m := m0(f), such that every completion of H contains at least

γ(f) ·m2 (and, in particular, a positive number of) copies of F . �

We now describe the analogue of Lemma 2.3.5 in the setting of undirected graphs. In this context, the

main difference between graphs and tournaments is that while tournaments have only one type of “homo-

geneous structure”, namely a transitive tournament, graphs have two types of “homogeneous structures”,

namely an independent set and a clique (see also Claim 2.2.5 vs. Claim 2.3.3). As a matter of fact, many

of our sufficient conditions for having polynomially-bounded removal lemmas can be stated as saying that

the objects under consideration (either graphs or tournaments) can be partitioned into two sets, each being

homogeneous. For example, the “if” part of Theorem 8 requires the oriented graph F to be partitionable

into two sets, each spanning an acylic digraph (which is just a subdigraph of a transitive tournament).

And Theorem 4 requires that the graph family F contains a graph partitionable into two independent sets

(i.e. a bipartite graph), a graph partitionable into two cliques (i.e., a co-bipartite graph), and a graph

partitionable into an independent set and a clique (i.e., a split graph). In other words, we require F to

contain any possible combination of the two homogeneous graph structures.

Let H = (S ∪ T,E) be a bipartite graph. A completion of H is any graph on V (H) that agrees with H

on the edges between S and T . In other words, a completion of H is any graph obtained by putting two

arbitrary graphs on the sets S and T . We say that H is a bipartite obstruction for a graph property P if

no completion of H satisfies P. The following lemma can be thought of as the graph analogue of the case

k = 2 of Lemma 2.3.1. The proof strategy is similar to that of Lemma 2.3.1.

Lemma 2.3.6. Let F be a graph-family. Then P∗F admits a bipartite obstruction if and only if F contains

a bipartite graph, a co-bipartite graph and a split graph.
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Proof. We start with the “only-if” part of the lemma. Let H be a bipartite obstruction for P∗F with

sides S and T . By putting empty graphs on S and T we get a bipartite graph that does not satisfy P∗F .

This bipartite graph must then contain as an induced subgraph some element of F , which is evidently also

bipartite. This shows that F contains a bipartite graph. Similarly, by putting complete graphs on S and

T (resp. a complete graph on S and an empty graph on T ) we infer that F contains a co-bipartite (resp.

split) graph, as required.

We now prove the “if” part of the lemma. Let F1, F2, F3 ∈ F be such that F1 is bipartite, F2 is co-

bipartite and F3 is split, and write V (F1) = P1 ∪Q1, V (F2) = P2 ∪Q2, V (F3) = P3 ∪Q3, where P1, Q1, P3

are independent sets and P2, Q2, Q3 are cliques. Put f := v(F1) + v(F2) + 2v(F3), and let h be some large

integer, to be chosen later. Let H = (S ∪ T,E) be a random bipartite graph with |S| = |T | = h; that is,

for each s ∈ S, t ∈ T , the edge (s, t) is included in H with probability 1
2 , independently. We will show that

with positive probability, H is a bipartite obstruction for F , thus proving the lemma. Let us set

r :=

⌊
h− 4f

f

⌋
.

An f -partition is a 2r-tuple (S1, ..., Sr;T1, ..., Tr) such that S1, ..., Sr (resp. T1, ..., Tr) are pairwise-disjoint

subsets of S (resp. T ) of size f each. The number of ways to choose an f -partition is exactly(
h!

(f !)r(h− fr)!

)2

≤ h2h.

Let F and H be graphs and let V (F ) = P ∪ Q and V (H) = S ∪ T be vertex-partitions. An induced

bipartite copy of F [P,Q] in H[S, T ] is an injection ϕ : V (F )→ V (H) such that ϕ(P ) ⊆ S and ϕ(Q) ⊆ T ,

and such that for every p ∈ P and q ∈ Q we have (p, q) ∈ E(F ) if and only if (ϕ(p), ϕ(q)) ∈ E(H).

For an f -partition Q = (S1, ..., Sr;T1, ..., Tr) and for (i, j) ∈ [r]2, let AQ(i, j) be the event that H[Si, Tj ]

contains induced bipartite copies of F1[P1, Q1], F2[P2, Q2], F3[P3, Q3] and F3[Q3, P3]. We claim that for

every completion H ′ of H, if Si and Tj are homogeneous sets in H ′ and AQ(i, j) happened, then H ′ is

not induced F-free (and hence does not satisfy P∗F ). Indeed, if Si, Tj are independent sets (in H ′) then

H ′[Si∪Tj ] contains an induced copy of F1; if Si, Tj are cliques (in H ′) then H ′[Si∪Tj ] contains an induced

copy of F2; and if Si is a clique and Tj is an independent set or vice versa, then H ′[Si ∪ Tj ] contains an

induced copy of F3.

Now let A be the event that for every f -partition Q, there is a pair (i, j) ∈ [r]2 for which AQ(i, j)

happened. We now show that if A happened then H is a bipartite obstruction for F . We will then show

that A happens with positive probability. Let H ′ be a completion of H. By repeatedly applying Claim

2.2.5, we extract from S pairwise-disjoint homogeneous sets S1, S2, . . . , Sr of size f each. This is possible

due to our choice of r. Similarly, we extract from T pairwise-disjoint homogeneous sets T1, T2, . . . , Tr of

size f each. Consider the f -partition Q = (S1, ..., Sr;T1, ..., Tr). Since A happened, there is (i, j) ∈ [r]2 for

which AQ(i, j) happened. Since Si and Tj are homogeneous in H ′, we get that H ′ does not satisfy P∗F .

So it remains to show that P[A] > 0. Let Q = (S1, ..., Sr;T1, ..., Tr) be an f -partition. Since |Si| = |Tj | =
f = v(F1) + v(F2) + 2v(F3), it is possible to put a bipartite graph on (Si, Tj) that will contain induced

bipartite copies of F1[P1, Q1], F2[P2, Q2], F3[P3, Q3] and F3[Q3, P3]. This implies that P [AQ(i, j)] ≥ 2−f
2
.

Since the events {AQ(i, j) : i, j ∈ [r]} are independent, the probability that AQ(i, j) did not happen for

any (i, j) ∈ [r]2 is at most
(
1− 2−f

2)r2

≤ e−2−f
2
r2
< h−2h, with the rightmost inequality holding provided
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that we choose h to be large enough (see our choice of r). Recall that there are at most h2h ways to choose

an f -partition Q. By the union bound over all f -partitions, we get P[Ac] < 1, as required. �

We note that after completing the work presented here, we learned that a statement similar to Lemma

2.3.6 was already proved in [80].

2.4 Proof of Theorems 4 and 2.1.5

We start by proving the following simple counting lemma.

Lemma 2.4.1. Let F be a graph, say with vertex-set V (F ) = {1, . . . , `}, and let λ ∈ (0, 1). Let W1, ...,W`

be pairwise-disjoint vertex sets in an n-vertex graph G such that

1. For every 1 ≤ i < j ≤ `, if (i, j) ∈ E(F ) then d(Wi,Wj) ≥ 1 − 1
2`2

and if (i, j) /∈ E(F ) then

d(Wi,Wj) ≤ 1
2`2

.

2. |Wi| ≥ λn for every 1 ≤ i ≤ `.

Then with probability at least 2
3 , a random sequence of 12`/λ vertices of G, sampled uniformly and inde-

pendently, contains an induced copy of F .

Proof. For each 1 ≤ i ≤ `, sample a vertex wi ∈ Wi uniformly at random. For every 1 ≤ i < j ≤ `, the

assumption of the lemma gives that with probability at least 1− 1
2`2

, if (i, j) ∈ E(F ) then (wi, wj) ∈ E(G)

and if (i, j) /∈ E(F ) then (wi, wj) /∈ E(G). By the union bound over all pairs 1 ≤ i < j ≤ ` we get that

with probability at least 1 −
(
`
2

)
/2`2 ≥ 3

4 , the set {w1, . . . , w`} spans an induced copy of F in which wi
plays the role of i.

Now let u1, . . . , us ∈ V (G) be a random sequence of vertices, sampled uniformly and independently,

where s = 12`/λ. Let A be the event that U := {u1, . . . , us} contains a vertex of Wi for every 1 ≤ i ≤ `.

What we proved in the previous paragraph implies that conditioned on A happening, G[U ] contains an

induced copy of F with probability at least 3
4 . Hence, to finish the proof it is enough to show that

P[Ac] ≤ 1
12 . For 1 ≤ i ≤ `, the probability that U ∩Wi = ∅ is

(
1− |Wi|

n

)s
≤ (1 − λ)s ≤ e−λs ≤ 1

12` . Here

we used the assumption |Wi| ≥ λn and our choice of s. By the union bound over all 1 ≤ i ≤ ` we get that

P[Ac] ≤ 1
12 , as required. �

We are now ready to prove Theorems 4 and 2.1.5.

Proof of Theorem 4. Our goal is to prove that wP∗F (ε) = poly(1/ε). By Lemma 2.3.6, P∗F has a bipartite

obstruction H. We can assume (by adding additional vertices if needed) that the two sides of H are of the

same size, which we denote by h. We set m := maxF∈F v(F ). Given ε < 1
2 , set

ζ := ζ2.2.8

(
h,m,

ε

3
,

1

4m2

)
,

noting that ζ = poly(ε) (as h and m depend only on P). Let G be an n-vertex graph which is ε-far from

being induced F-free. If G contains at least ζn2h induced bipartite copies of H, then a random sequence

of 2h = |V (H)| vertices of G (sampled uniformly and independently) spans an induced bipartite copy of
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H with probability at least ζ. Hence, a random sequence of 4h · ζ−1 vertices of G contains an induced

bipartite copy of H with probability at least

1− (1− ζ)1/ζ ≥ 1− e−2 ≥ 2

3
.

Since H is a bipartite obstruction for P∗F , every graph which contains an induced bipartite copy of H does

not satisfy P∗F . It follows that wP∗F (ε) ≤ 4h · ζ−1 = poly(1/ε). So we see that the assertion of the theorem

holds in the case that G contains at least ζn2h induced bipartite copies of H.

Suppose from now on that G contains less than ζn2h induced bipartite copies of H. We apply Lemma

2.2.8 to G with parameters δ = ε
3 , γ = 1

4m2 and m as defined above, to get an equipartition U = {U1, ..., Ur},
sets Wi ⊆ Ui and pairwise-disjoint sets Wi,1, . . . ,Wi,m ⊆Wi with the properties stated in the lemma.

Let G′ be the graph obtained from G by making the following changes.

(a) For every 1 ≤ i < j ≤ r, if d(Wi,Wj) ≥ 1 − 1
4m2 then turn (Ui, Uj) into a complete bipartite graph,

and if d(Wi,Wj) ≤ 1
4m2 then turn (Ui, Uj) into an empty bipartite graph. By Item 2 in Lemma 2.2.8,

one of these options holds.

(b) For every 1 ≤ i ≤ r, if d(Wi,s,Wi,t) ≥ 1− 1
4m2 (resp. d(Wi,s,Wi,t) ≤ 1

4m2 ) for every 1 ≤ s < t ≤ m, then

turn Ui into a clique (resp. an independent set). By Item 3 in Lemma 2.2.8, one of these options holds.

We claim that the number of edge-changes made in items (a)-(b) is less than εn2. To prove this, we define

H to be the set of pairs 1 ≤ i < j ≤ r for which (Ui, Uj) is ε
3 -homogeneous and |d(Wi,Wj)−d(Ui, Uj)| ≤ 1

4 .

Observe that if (i, j) ∈ H then at most ε
3 |Ui||Uj | edge-changes were made in the bipartite graph (Ui, Uj)

in Item (a) above; indeed, in the case that d(Wi,Wj) ≥ 1 − 1
4m2 ≥ 3

4 we have d(Ui, Uj) ≥ 1
2 and hence

actually d(Ui, Uj) ≥ 1− ε
3 ; and the case that d(Wi,Wj) ≤ 1

4m2 is symmetrical. By Item 1 in Lemma 2.2.8,

the number of pairs 1 ≤ i < j ≤ r not belonging to H is at most ε
3r

2. It follows that the overall number

of changes made in Item (a) is at most |H| · ε3 ·
(
n
r

)2
+ ε

3r
2 ·
(
n
r

)2 ≤ 2ε
3 n

2. As for item (b), the number

of edge-changes made there is at most r
(
n/r
2

)
< n2

r ≤
ε
3n

2, where in the last inequality we used the fact

that r ≥ 3
ε , which is guaranteed by Lemma 2.2.8. In conclusion, the number of edge-changes made when

turning G into G′ is less than εn2.

Since G is ε-far from being induced F-free, G′ must contain an induced copy of some F ∈ F . Suppose

without loss of generality that U1, . . . , Up are the parts of U which contain vertices of this copy, and let Xi

be the set of vertices of this copy which lie in Ui (for 1 ≤ i ≤ p). From the definition of G′ it follows that

the sets X1, . . . , Xp and the bipartite graphs (Xi, Xj), 1 ≤ i < j ≤ p, are homogeneous. Note that by our

choice of m we clearly have ` := v(F ) ≤ m, and in particular |Xi| ≤ m for every 1 ≤ i ≤ p.
We now show that the sets Wi,s, where 1 ≤ i ≤ p and 1 ≤ s ≤ |Xi|, satisfy Condition 1 of Lemma 2.4.1

(with respect to F ) in the graph G. First, for every 1 ≤ i ≤ p, if Xi is a clique (resp. an independent set)

then G′[Ui] is a clique (resp. an independent set), which implies that dG(Wi,s,Wi,t) ≥ 1 − 1
4m2 ≥ 1 − 1

2`2

(resp. dG(Wi,s,Wi,t) ≤ 1
4m2 ≤ 1

2`2
) for every 1 ≤ s < t ≤ m (see Item (b) above). Second, let 1 ≤ i < j ≤ p.

If (Xi, Xj) is a complete bipartite graph then dG′(Ui, Uj) = 1 and hence dG(Wi,Wj) ≥ 1− 1
4m2 (by Item (a)

above). Now Item 2 in Lemma 2.2.8 implies that dG(Wi,s,Wj,t) ≥ dG(Wi,Wj)− 1
4m2 ≥ 1− 1

2m2 ≥ 1− 1
2`2

for every 1 ≤ s, t ≤ m. Similarly, if (Xi, Xj) is an empty bipartite graph then dG′(Ui, Uj) = 0 and hence

dG(Wi,Wj) ≤ 1
4m2 . This implies that dG(Wi,s,Wj,t) ≤ dG(Wi,Wj) + 1

4m2 ≤ 1
2m2 ≤ 1

2`2
for every pair

1 ≤ s, t ≤ m.
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We now apply Lemma 2.4.1 to the graph F , the sets (Wi,s : 1 ≤ i ≤ p, 1 ≤ s ≤ |Xi|) and λ = ζ, while

noting that |Wi,s| ≥ ζn for every i, s, as guaranteed by Item 4 of Lemma 2.2.8. By Lemma 2.4.1, a sample

of 12`
ζ vertices from G contains an induced copy of F (and hence does not satisfy P∗F ) with probability at

least 2
3 . It follows that wP∗F (ε) ≤ 12`

ζ ≤
12m
ζ = poly(1/ε), as required. This completes the proof. �

Proof of Theorem 2.1.5. Again, our goal is to prove that wP∗F (ε) = poly(1/ε). By Lemma 2.3.6, P∗F
has a bipartite obstruction H. We may and will assume that both sides of H have the same size, h (as

otherwise we can just add vertices to one of the sides). Let ε < 1
2 , and set

γ :=
1

2
· ρ2.2.8

(
h,
ε

3

)2
,

and

ζ := ζ2.2.8

(
h, 1,

ε

3
, γ
)
.

Note that γ = poly(ε) and hence also ζ = poly(ε).

Let G be an n-vertex graph which is ε-far from satisfying P∗F . If G contains at least ζn2h induced

bipartite copies of H, then, just as in the proof of Theorem 4, a random sequence of 4h · ζ−1 vertices of

G (sampled uniformly and independently) contains an induced bipartite copy of H, and hence does not

satisfy P∗F , with probability at least 2
3 . It follows that wP∗F (ε) ≤ 4h · ζ−1 = poly(1/ε), as required. Thus,

in this case the required result holds.

Suppose, then, that G contains less than ζn2h induced bipartite copies of H. We apply Lemma 2.2.8 to

G with parameters δ = ε
3 , γ defined as above and m = 1, to get an equipartition U = {U1, ..., Ur} and sets

Wi ⊆ Ui with the properties stated in the lemma.

Define a graph F on [r] as follows. For 1 ≤ i < j ≤ r, if d(Wi,Wj) ≥ 1 − γ then (i, j) ∈ E(F ) and if

d(Wi,Wj) ≤ γ then (i, j) /∈ E(F ) (by Item 2 of Lemma 2.2.8, one of these options must hold). We will

show that F does not satisfy P∗F . Let us first complete the proof based on this fact. By Lemma 2.2.8

we have v(F ) = r ≤ ρ2.2.8(h, ε3)−1 = poly(1/ε) and hence γ ≤ 1
2r2 . So by the definition of F , the sets

W1, . . . ,Wr satisfy condition 1 of Lemma 2.4.1. By Item 4 of Lemma 2.2.8 we have |Wi| ≥ ζn for every

1 ≤ i ≤ r. So Lemma 2.4.1 with λ = ζ implies that a sample of 12r/ζ = poly(1/ε) vertices of G, sampled

uniformly at random and independently, contains an induced copy of F , and hence does not satisfy P∗F ,

with probability at least 2
3 .

It thus remains to show that F does not satisfy P∗F . Assume, by contradiction, that F satisfies P∗F . Since

P∗F is closed under blowups (recall Definition 2.1.4), there is a function g : V (F )→ {0, 1} such that every

g-blowup of F satisfies P∗F . Now let G′ be the graph obtained from G by making the following changes.

(a) For every 1 ≤ i < j ≤ r, if (i, j) ∈ E(F ) then turn (Ui, Uj) into a complete bipartite graph and if

(i, j) /∈ E(F ) then turn (Ui, Uj) into an empty bipartite graph.

(b) For every 1 ≤ i ≤ r, if g(i) = 1 then turn Ui into a clique and if g(i) = 0 then turn Ui into an

independent set.

Since G′ is a g-blowup of F (see Definition 2.1.3), G′ satisfies P∗F . We now show that the number of

edge-changes made in Items (a)-(b) is less than εn2, which will stand in contradiction to the fact that G

is ε-far from satisfying P∗F .
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The definitions of F and G′ imply the following: for every 1 ≤ i < j ≤ r, if the bipartite graph

(Ui, Uj) is complete (resp. empty) in G′ then dG(Wi,Wj) ≥ 1 − γ (resp. dG(Wi,Wj) ≤ γ). As in the

proof of Theorem 4, let H be the set of pairs 1 ≤ i < j ≤ r such that (Ui, Uj) is ε
3 -homogeneous (in

G) and such that |dG(Wi,Wj) − dG(Ui, Uj)| ≤ 1
4 . Observe that if (i, j) ∈ H then the number of edge-

changes made in the bipartite graph (Ui, Uj) is at most ε
3 |Ui||Uj |. Indeed, let (i, j) ∈ H and suppose

first that (Ui, Uj) is a complete bipartite graph in G′. Then dG(Wi,Wj) ≥ 1 − γ ≥ 3
4 , implying that

dG(Ui, Uj) ≥ dG(Wi,Wj)− 1
4 ≥

1
2 . Hence actually dG(Ui, Uj) ≥ 1− ε

3 . The case that (Ui, Uj) is an empty

bipartite graph in G′ is symmetrical.

By Item 1 in Lemma 2.2.8, there are at most ε
3r

2 pairs 1 ≤ i < j ≤ r which are not in H. It follows that

the overall number of edge-changes made in Item (a) is at most |H|· ε3 ·
(
n
r

)2
+ ε

3r
2 ·
(
n
r

)2 ≤ 2ε
3 n

2. As for item

(b), the number of edge-changes made there is at most r
(
n/r
2

)
< n2

r ≤
ε
3n

2, where in the last inequality we

used the fact that r ≥ 3
ε (as guaranteed by Lemma 2.2.8). Thus, the overall number of edge-changes made

in Items (a)-(b) is less than εn2, as required. �

2.5 Detailed Proof of Theorem 6

Proof of Theorem 6. Let P be a semi-algebraic graph property defined by polynomials f1, . . . , ft ∈
R[x1, . . . , x2k] and a boolean function Φ : {true, false}t → {true, false}. Let F be the family of all graphs

which do not satisfy P. As P is a hereditary property, we have P = P∗F . To prove the theorem, we only

need to show that Conditions 1-2 of Theorem 2.1.5 are satisfied.

We start with Condition 1. The VC-dimension of a binary matrix A is the maximal integer d ≥ 0 for

which there is a d × 2d submatrix B of A, such that the set of columns of B is the set of all 2d binary

vectors of length d. The VC-dimension of a graph is defined as the VC-dimension of its adjacency matrix.

It is known that for every semi-algebraic graph property P there exists10 d = d(P) such that every graph

which satisfies P has VC-dimension strictly less than d. Indeed, this follows from Warren’s theorem on

sign patterns of systems of polynomials, see for example [1]. Now let B be a d × 2d binary matrix whose

columns are all 2d binary vectors of length d. Let H be the bipartite graph with sides X = {x1, . . . , xd} and

Y = {y1, . . . , y2d} such that (xi, yj) ∈ E(H) if and only if Bi,j = 1. It is easy to see that no matter which

graphs one puts on X and on Y (without changing the edges between X and Y ), the resulting graph on

X ∪Y will not satisfy P since its VC-dimension will be at least d = d(P). This means that H is a bipartite

obstruction for P, which implies (via Lemma 2.3.6) that F contains a bipartite graph, a co-bipartite graph

and a split graph, as required.

As for Condition 2, let F be a graph on V (F ) = [p] which satisfies P, and let x1, . . . , xp ∈ Rk be

witnesses to the fact that F satisfies P. That is, for every 1 ≤ i 6= j ≤ p we have (i, j) ∈ E(F ) if and only if

Φ
(
f1(xi, xj) ≥ 0; . . . ; ft(xi, xj) ≥ 0

)
= true. We define a function g : V (F )→ {0, 1} as follows: g(i) = 1 if

Φ
(
f1(xi, xi) ≥ 0; . . . ; ft(xi, xi) ≥ 0

)
= true

and g(i) = 0 otherwise. We now show that every g-blowup of F satisfies P. Let G be a g-blowup of F

with a vertex partition V (G) = P1 ∪ · · · ∪ Pp (as in Definition 2.1.3). Then for every 1 ≤ i ≤ p, we simply

assign the point xi to every vertex of Pi. From the definition of a g-blowup and from our choice of g, it

10In fact, d can be bounded from above by a function of k, t, and the degrees of the polynomials f1, . . . , ft.
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follows that for every 1 ≤ i, j ≤ p and for every pair of distinct vertices vi ∈ Pi, vj ∈ Pj we have that

(vi, vj) ∈ E(G) if and only if Φ
(
f1(xi, xj) ≥ 0; . . . ; ft(xi, xj) ≥ 0

)
= true. Thus we have shown that P is

closed under blowups, completing the deduction of Theorem 6 from Theorem 2.1.5. �

2.6 Proof of the “If” Part of Theorem 8

In this section we prove the “if” part of Theorem 8. We start by proving a tournament analogue to the

counting lemma 2.4.1.

Lemma 2.6.1. For every f there is α = α(f) > 0 such that the following holds for every oriented graph F

on f vertices. Let X1, ..., X` be a partition of V (F ) such that X1, ..., X` induce acyclic digraphs, and such

that for every 1 ≤ i < j ≤ `, either E(Xj , Xi) = ∅ or E(Xi, Xj) = ∅. Let W1, ...,W` be pairwise-disjoint

vertex sets in a tournament T having the following properties:

1. |Wi| ≥ 2f−1 for every 1 ≤ i ≤ `.

2. For every 1 ≤ i 6= j ≤ `, if E(Xi, Xj) 6= ∅ then d(Wi,Wj) ≥ 1− α.

Then T contains at least α ·
∏`
i=1 |Wi||Xi| copies of H.

Proof of Lemma 2.4.1. Set m = 2f−1. We prove the lemma with α = α(f) := min{1
2(fm)−2, 1

2m
−f}.

For each i = 1, ..., ` we choose a subset Yi ⊆ Wi of size m uniformly at random. For 1 ≤ i < j ≤ `,

let us say that (Yi, Yj) agrees with (Xi, Xj) if Yi → Yj whenever E(Xi, Xj) 6= ∅ and Yj → Yi whenever

E(Xj , Xi) 6= ∅. By the assumption on the pairs (Wi,Wj), the probability that (Yi, Yj) does not agree with

(Xi, Xj) is at most αm2. By the union bound, the probability that there is a pair 1 ≤ i < j ≤ ` for which

(Yi, Yj) does not agree with (Xi, Xj) is at most αm2
(
`
2

)
≤ αm2f2 ≤ 1

2 , where in the last inequality we used

our choice of α.

Consider a choice of Y1, . . . , Y` such that (Yi, Yj) agrees with (Xi, Xj) for every 1 ≤ i < j ≤ `. By Claim

2.3.3 and our choice of m, we get that Yi contains a subset Zi which induces a transitive tournament and

has size |Zi| = |Xi|. It follows that Y :=
⋃`
i=1 Yi contains a copy of F with Zi playing the role of Xi. Now

note that every copy of F of this form is contained in at most
∏`
i=1

(|Wi|−|Xi|
m−|Xi|

)
such sets Y . Therefore the

number of copies of F is at least

1
2

∏`
i=1

(|Wi|
m

)∏`
i=1

(|Wi|−|Xi|
m−|Xi|

) =

1
2

∏`
i=1

(|Wi|
|Xi|
)

∏`
i=1

(
m
|Xi|
) ≥ 1

2
·
∏̀
i=1

(
|Wi|
m

)|Xi|
=

1

2
·m−f ·

∏̀
i=1

|Wi||Xi| ≥ α ·
∏̀
i=1

|Wi||Xi|

�

Proof of the “if” part of Theorem 8. Let F be a 2-colorable oriented graph on f vertices. Let ε > 0,

and let T be an n-vertex tournament which is ε-far from being F -free. Our goal is to show that T contains

at least poly(ε) · nf copies of F .

By Lemma 2.3.5, there is a bipartite tournament H with sides M and N that forces F . Note that we

can clearly assume that |M | = |N | (by adding additional vertices if necessary). Put h := |M | = |N |. Set

δ := min

{
ε

3
, α(f),

1

4

}
,
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where α(f) is from Lemma 2.6.1, and

ρ := ρ2.2.9(h, δ),

noting that ρ = poly(ε) (as guaranteed by Lemma 2.2.9 and our choice of δ).

Assume first that T contains at least ρn2h copies of H. Since H forces F , every copy of H in T contains

a copy of F (as T is a tournament). On the other hand, every copy of F can be contained in at most

n2h−f such copies of H. It follows that T contains at least n−(2h−f) · ρn2h = ρnf = poly(ε) · nf copies of

F , giving the desired result in this case.

Suppose from now on that T contains less than ρn2h copies of H. Then by Lemma 2.2.9, applied to T

with δ as above, there is an equipartition U = {U1, ..., Ur} and subsets Wi ⊆ Ui with the properties stated in

that lemma. DefineN to be the set of pairs 1 ≤ i < j ≤ r for which either (a) (Ui, Uj) is not δ-homogeneous,

or (b) |d(Wi,Wj)− d(Ui, Uj)| > 1
4 . By Item 1 in Lemma 2.2.9 we have |N | ≤ δr2 ≤ ε

3r
2. Hence,∑

(i,j)∈N

|Ui||Uj | ≤
ε

3
r2 ·

(n
r

)2
=
ε

3
n2. (2.3)

Note also that if (i, j) /∈ N , then either d(Ui, Uj), d(Wi,Wj) ≥ 1− ε
3 or d(Ui, Uj), d(Wi,Wj) ≤ ε

3 . Indeed, let

(i, j) /∈ N . Then (Ui, Uj) is δ-homogeneous and |d(Wi,Wj)−d(Ui, Uj)| ≤ 1
4 . Recall also that (Wi,Wj) is δ-

homogeneous by Item 2 of Lemma 2.2.9. Now, if d(Wi,Wj) ≥ 1−δ, then d(Ui, Uj) ≥ d(Wi,Wj)− 1
4 ≥

3
4−δ,

which implies, as (Ui, Uj) is δ-homogeneous (and 3/4−δ > δ), that d(Ui, Uj) ≥ 1−δ ≥ 1− ε
3 . By symmetry,

if d(Wi,Wj) ≤ ε
3 then d(Ui, Uj) ≤ ε

3 , as claimed.

Now let T ′ be the tournament obtained from T by making the following changes.

(a) Make Ui span a transitive tournament for every i = 1, . . . , r.

(b) For every 1 ≤ i < j ≤ r, if d(Wi,Wj) ≥ 1− δ then set Ui → Uj (i.e. orient all edges from Ui to Uj),

and if d(Wi,Wj) ≤ δ then set Uj → Ui (i.e. orient all edges from Uj to Ui). By Item of Lemma 2.2.9,

one of these options has to hold.

Let us estimate the number of edge-reversals made in Items (a)-(b). The number of edge-reversals made

in Item (a) is at most r
(
n/r
2

)
≤ n2

r ≤
ε
3n

2, where the last inequality uses the bound r ≥ 1/δ ≥ 3/ε, which is

guaranteed by Lemma 2.2.9. As for Item (b), note that if (i, j) /∈ N then the number of reversals of edges

with one endpoint in Ui and one in Uj is at most ε
3 |Ui||Uj |. Using these facts and (2.3), we get that the

total number of edge-reversals made in Items (a)-(b) is at most ε
3n

2 +
∑

i<j
ε
3 |Ui||Uj |+

ε
3n

2 < εn2.

Since T is ε-far from being F -free and T ′ is obtained from T by reversing less than εn2 edges, T ′ must

contain a copy of F . Fix such a copy of F , and suppose without loss of generality that U1, . . . , U` are the

parts of the partition U which intersect the vertex-set of this copy. For i = 1, ..., `, let Xi be the set of

vertices of Ui which participate in this copy of F . The way we constructed T ′ from T in Items (a)-(b)

implies the following: in the graph F , the sets X1, . . . , X` span acyclic digraphs and for every 1 ≤ i < j ≤ `,
either E(Xj , Xi) = ∅ or E(Xi, Xj) = ∅. Moreover, for every 1 ≤ i 6= j ≤ `, if E(Xi, Xj) 6= ∅ then Ui → Uj
in T ′, implying that d(Wi,Wj) ≥ 1 − δ ≥ 1 − α(f) in T (here we used our choice of δ). Finally, by Item

3 of Lemma 2.2.9 we have |Wi| ≥ ρn for every i = 1, . . . , `. So if n is large enough then |Wi| ≥ 2f−1 for

every i = 1, . . . , `. We conclude that W1, . . . ,W` satisfy the conditions of Lemma 2.6.1 in the tournament

T with respect to the partition V (F ) = X1 ∪ · · · ∪X` of the oriented graph F . Now, By Lemma 2.6.1, the
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number of copies of F in T is at least

α(f) ·
∏̀
i=1

|Wi||Xi| ≥ α(f) · (ρn)|X1|+···+|X`| = α(f) · ρfnf = poly(ε) · nf ,

as required. This completes the proof. �

2.7 A Variant of the Ruzsa-Szemerédi Construction

In this section we describe a Ruzsa-Szemerédi-type construction that will be used in the proofs of Theorems

5, 2.1.1 and 2.1.2, as well as in the proof of the “only-if” part of Theorem 8. We start with the following

Behrend-type construction.

Lemma 2.7.1. For every k ≥ 2 there is α = α(k) such that for every integer m there is a set S ⊆ [m],

|S| ≥ m
eα
√

logm
, with the following property: Let 2 ≤ ` ≤ k and let a1, ..., a` ≥ 1 be integers satisfying

a1 + · · ·+ a` ≤ k. Then the only solutions to the equation

a1s1 + a2s2 + · · ·+ a`s` = (a1 + · · ·+ a`)s`+1

with s1, ..., s`+1 ∈ S are the trivial ones, i.e. s1 = s2 = · · · = s` = s`+1.

Lemma 2.7.1 is a variant of Behrend’s construction [20] of a large subset of [m] without a 3-term

arithmetic progression (note that the case k = ` = 2 and a1 = a2 = 1 exactly corresponds to a 3-term

arithmetic progression). It is easy to show (see e.g. [97] and [2]) that the same exact proof actually works

for any fixed convex equation, and that moreover, it works “simultaneously” for all convex equations (for

fixed k), thus establishing the above lemma. We therefore omit its proof.

The following lemma is our variant of the Ruzsa-Szemerédi construction (cf. [98] and [2]).

Lemma 2.7.2. For every h ≥ 3 there are δ0 = δ0(h) and β = β(h) such that for every δ < δ0 there is a

graph R = R(h, δ) with a vertex-partition V (R) = V1 ] · · · ] Vh, such that the following holds.

1. |V (R)| ≥ (1/δ)β log(1/δ).

2. E(R) is the union of at least δ|V (R)|2 pairwise edge-disjoint h-cliques, each of the form {v1, . . . , vh}
with vi ∈ Vi, i = 1, . . . , h.

3. For every 3 ≤ t ≤ h and for every sequence 1 ≤ i1 < i2 · · · < it ≤ h, R contains at most |V (R)|2 (not

necessarily induced) cycles of the form vi1vi2 . . . vitvi1 with vij ∈ Vij (1 ≤ j ≤ t).

Proof. Let 0 < δ < δ0 (for δ0 = δ0(h) to be chosen later), and let m be the largest integer satisfying

δ ≤ 1

(h+ 1)4eα
√

logm
(2.4)

where α = α(h− 1) is from Lemma 2.7.1. It is easy to check that

m ≥ eα
−2 log2

(
1

δ(h+1)4

)
≥ (1/δ)β log(1/δ) , (2.5)
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where the second inequality holds provided that we choose β = β(h) to be small enough, and provided

that δ is sufficiently small with respect to h (we choose δ0 accordingly).

Let S ⊆ [m] be the set obtained by applying Lemma 2.7.1 with k = h − 1. For each j = 1, . . . , h set

Vj = {1, 2, ..., jm}. With a slight abuse of notation, we think of V1, ..., Vh as disjoint sets. The vertex-set

of R is V (R) = V1 ] · · · ] Vh. By (2.5) we have |V (R)| =
(
h+1

2

)
m ≥ (1/δ)β log(1/δ), as required.

We now specify the edges of R. For every x ∈ [m] and s ∈ S, set

A(x, s) := {x, x+ s, x+ 2s, . . . , x+ (h− 1)s},

and put a clique on A(x, s), in which x+(j−1)s is taken from Vj for every j = 1, . . . , h. Note that for every

(x, s), (x′, s′) ∈ [m] × S, if (x, s) 6= (x′, s′) then |A(x, s) ∩A(x′, s′)| ≤ 1. Indeed, if |A(x, s) ∩A(x′, s′)| ≥ 2

then there are 0 ≤ i < j ≤ h− 1 for which x+ is = x′ + is′ and x+ js = x′ + js′. Solving this system of

equations yields (x, s) = (x′, s′), as required. So the cliques that we defined are edge-disjoint, as required

in Item 2 of the lemma. By the lower bound on |S| in Lemma 2.7.1, and by (2.4), the number of these

cliques is

m · |S| ≥ m2

eα
√

logm
≥ δ(h+ 1)4m2 ≥ δ|V (R)|2.

To finish the proof, it remains to establish Item 3. Fix any t ≥ 3 and any sequence of indices

1 ≤ i1 < i2 · · · < it ≤ h. We will show that for every cycle of the form vi1vi2 . . . vitvi1 with vij ∈ Vij ,

there are x ∈ [m] and s ∈ S such that vi1 , vi2 , . . . , vit ∈ A(x, s). This will show that the cycles of this form

are pair-disjoint, where two subgraphs are called pair disjoint if they share at most one vertex. This in

turn will imply that there are at most |V (R)|2 such cycles.

Let vi1vi2 . . . vitvi1 be a cycle in R with vij ∈ Vij for every 1 ≤ j ≤ t. By the construction of R, for

every j = 1, . . . , t there is (xj , sj) ∈ [m] × S such that {vij , vij+1} ⊆ A(xj , sj), with indices taken modulo

t. This means that

vij+1 − vij = (ij+1 − ij)sj (2.6)

for every 1 ≤ j ≤ t − 1, and also that vit − vi1 = (it − i1)st. Setting aj := ij+1 − ij for 1 ≤ j ≤ t − 1,

we see that

a1s1 + a2s2 + · · ·+ at−1st−1 = (a1 + · · ·+ at−1)st.

Since S was chosen via Lemma 2.7.1, we must have s1 = s2 = · · · = st. Hence, by (2.6) we have that

vij = vi1 +(ij− i1)s1 for every 1 ≤ j ≤ t. By the definition of A(x1, s1) and by the fact that vi1 ∈ A(x1, s1),

we get that vi1 , vi2 , . . . , vit ∈ A(x1, s1) = · · · = A(xt, st), as required. �

2.8 Homomorphisms and Cores

In this section we survey some properties of homomorphisms and cores of graphs and of ordered graphs.

These will be used in subsequent sections.

2.8.1 Homomorphisms and Cores of Graphs

Recall that a homomorphism from a graph G1 to a graph G2 is a map f : V (G1) → V (G2) such that for

every u, v ∈ V (G1), if (u, v) ∈ E(G1) then (f(u), f(v)) ∈ E(G2). We write G1 ≤hom G2 — and say that
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G1 is homomorphic to G2 — if there is a homomorphism from G1 to G2. Notice that the relation ≤hom is

transitive. For a graph G, the core of G, denoted C(G), is an induced subgraph of G to which there is11 a

homomorphism from G, and which has the smallest number of vertices among all such induced subgraphs

of G. We say that a graph G is a core if C(G) = G. Observe that the core of any graph is a core, and that

every homomorphism from a core to itself is an isomorphism. It is now easy to check that for every pair

of cores C1, C2, if C1 ≤hom C2 and C2 ≤hom C1 then C1 and C2 are isomorphic. This in turn implies that

the core of a graph is defined uniquely, up to isomorphism. We refer the reader to [74] for detailed proofs

of these claims, as well as an overview of the topic of graph homomorphisms and cores.

Let F be a finite family of graphs and consider the set C = C(F) = {C(F ) : F ∈ F}. As we explained

above, (C,≤hom) is a poset in the following sense: for every C1, C2 ∈ C, if C1 ≤hom C2 and C2 ≤hom C1,

then C1 and C2 are isomorphic. Namely, ≤hom is a partial order on the set of equivalence classes of C under

the equivalence relation of graph isomorphism. Let K(F) be a minimal element of the poset (C,≤hom);

i.e., K(F) is an (arbitrary) element of an (arbitrary) minimal equivalence class. The minimality of K(F)

implies that for every C ∈ C, if there is a homomorphism from C to K(F) (namely, if C ≤hom K(F)), then

C is isomorphic to K(F). The key property of the graph K(F) is given by the following proposition.

Proposition 2.8.1. For every F ∈ F and for every homomorphism f : F → K(F), there is a set

X ⊆ V (F ) such that f |X is an isomorphism onto K(F).

Proof. Let C = C(F ) be the core of F . Since f |V (C) is a homomorphism from C to K(F), and since K(F)

is minimal (in the sense described above), we have that C is isomorphic to K(F). Fix an isomorphism

g : K(F) → C. Then f |V (C) ◦ g is a homomorphism from K(F) to itself, and is hence an isomorphism

(since K(F) is a core). As g and f |V (C) ◦ g are both isomorphisms, f |V (C) must also be an isomorphism.

So the assertion of the proposition holds with X = V (C). �

2.8.2 Homomorphisms and Cores of Ordered Graphs

This section is concerned with ordered graphs, namely graphs having linear ordering of their vertices. For

simplicity, we will equip graphs with such an ordering by assuming that the vertex-sets of all graphs are

subset of N. We will always assume that no two vertices of a graph are labeled with the same natural

number. A subgraph of a graph G is always assumed to inherit its vertex-labeling from G.

Let G,G′ be (undirected) graphs. A homomorphism g : V (G) → V (G′) is said to be order-preserving

if g(i) ≤ g(j) for every pair of vertices i, j ∈ V (G) with i ≤ j. We write G ≤ord-hom G′ if there is

an order-preserving homomorphism from G to G′. Notice that the relation ≤ord-hom is transitive (the

composition of order-preserving homomorphisms is also an order-preserving homomorphism). An order-

preserving isomorphism is an order-preserving homomorphism which is a graph isomorphism. We write

G ∼=ord G
′ if there is an order-preserving isomorphism between G and G′. 12

The ordered core of G is a smallest (with respect to number of vertices) subgraph of G to which there is

an order-preserving homomorphism from G. (Recall that the ordered core of G is assumed to inherit the

same vertex-labeling as it had in G.) Notice that by definition, there is no order-preserving homomorphism

11We note that our definition of a core is a bit different (but equivalent) to the usual definition of a core, see e.g. [74].
12Notice that two isomorphic labeled graphs do not necessarily have an order-preserving isomorphism between them. More-

over, if two graphs have an order-preserving isomorphism between them then it is unique, assuming that the vertices in each

graph have different labels, which we always do in our setting.
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from the ordered core of G to a proper induced subgraph thereof. We say that a graph is an ordered core

if it is the ordered core of itself.

Proposition 2.8.2. Let G1, G2 be ordered cores. If G1 ≤ord-hom G2 and G2 ≤ord-hom G1 then G1
∼=ord G2.

Proof. By assumption there exist order-preserving homomorphisms g : G1 → G2 and h : G2 → G1. Then

h◦ g is an order-preserving homomorphism from G1 to itself. Since G1 is a core, h must be surjective. The

same argument shows that g is surjective. So g, h are bijections, and since g, h are order-preserving, we

must have h = g−1. It follows that g, h are order-preserving isomorphisms, as required. �

Proposition 2.8.2 shows that the ordered core of a graph is unique up to order-preserving isomorphism.

Proposition 2.8.3. Let G1, G2 be a pair of ordered cores and suppose that G1
∼=ord G2. Then every

order-preserving homomorphism g : G1 → G2 is an order-preserving isomorphism.

Proof. By definition, there is an order-preserving isomorphism h : G2 → G1. Now h ◦ g is an order-

preserving homomorphism from G1 to itself. By the definition of an ordered core, h◦g is a bijection. Since

g, h are order-preserving, we have that h ◦ g is the identity map and hence g = h−1. So we see that g is an

isomorphism, as required. �

Let F be an oriented graph, and suppose again that the vertices of F are labeled with (distinct) natural

numbers. We say that an edge (i, j) ∈ E(F ) is a forward-edge if i < j and backward-edge (or backedge)

otherwise. The backedge graph of F is the (undirected, ordered) graph on V (F ) in which {i, j} is an edge

if and only if i < j and j → i. Note that the backedge graph depends on the labeling of the vertices

of F ; backedge graphs corresponding to different labelings may not be isomorphic (even as unordered

graphs). The following simple proposition relates the (directed) chromatic number of an oriented graph to

the (undirected) chromatic numbers of its backedge graphs.

Proposition 2.8.4. An oriented graph F is k-colorable (as a digraph) if and only if there is a labeling of

the vertices of F for which the corresponding backedge graph is k-colorable (as an undirected graph).

Proof. Assume first that there is a labeling of V (F ) such that the corresponding backedge graph, G, is

k-colorable (as an undirected graph). Let V (G) = U1 ∪ · · · ∪ Uk be a partition of V (G) = V (F ) into

independent sets. Then for every i = 1, . . . , k, the digraph F [Ui] is acyclic because all of the edges inside

Ui are forward-edges. It follows that F is k-colorable (as an digraph).

Now assume that F is k-colorable (as a digraph), and let V (F ) = U1 ∪ · · · ∪ Uk be a partition of V (F )

such that F [U1], . . . , F [Uk] are acyclic digraphs. For every i = 1, ..., k, label the vertices of Ui such that

there are no backedges of F inside Ui (this is possible because F [Ui] is acyclic). Then U1, . . . , Uk are

independent set in the backedge graph corresponding to this labeling. It follows that this backedge graph

is k-colorable (as an undirected graph). �

For an oriented f -vertex graph F , we define a family of (undirected) graphs C = C(F ), all labeled with

the numbers 1, . . . , f , as follows. We go through all f ! vertex-labelings of F using the labels 1, ..., f , and

for each labeling we take the ordered core of the corresponding backedge graph. We then let C = C(F ) be

the set of all these ordered cores.
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Proposition 2.8.2 implies that (C,≤ord-hom) is a poset in the following sense: for every C1, C2 ∈ C, if

C1 ≤ord-hom C2 and C2 ≤ord-hom C1 then C1
∼=ord C2. In other words, ≤ord-hom is a partial order on the set

of equivalence classes of C under the equivalence relation ∼=ord. Now, let K(F ) be a minimal element of

the poset (C,≤ord-hom), i.e. K(F ) is an (arbitrary) element of a minimal equivalence class. The minimality

of K(F ) implies that for every C ∈ C, if there is an order-preserving homomorphism from C to K(F )

(namely if C ≤ord-hom K(F )) then C ∼=ord K(F ). The key property of the graph K(F ) is as follows.

Proposition 2.8.5. Let F be an oriented graph. Fix any vertex-labeling of F , and let G be the corre-

sponding backedge graph. Then for every order-preserving homomorphism g : G → K(F ), there is a set

X ⊆ V (F ) = V (G) such that g|X is an isomorphism onto K(F ).

Proof. Let C be the ordered core of G. Then g|V (C) is an order-preserving homomorphism from C to

K(F ). By the minimality of K(F ) we have C ∼=ord K(F ). Now Proposition 2.8.3 implies that g|V (C) is an

order-preserving isomorphism. So we see that the assertion of Proposition 2.8.5 holds with X = V (C). �

Corollary 2.8.6. If F is a non-2-colorable oriented graph, then the graph K(F ) contains a cycle

c1, c2, . . . , c`, c1 such that the following holds. Fix any vertex-labeling of F and let G be the correspond-

ing backedge graph. Then for every order-preserving homomorphism g : G → K(F ), there are vertices

u1 ∈ g−1(c1), . . . , u` ∈ g−1(c`) such that u1u2 . . . u`u1 is a cycle in G.

Proof. By the definition of K(F ), there is a vertex-labeling of F such that K(F ) is the ordered core of the

corresponding backedge graph, G0. By Proposition 2.8.4, G0 is not 2-colorable (as an undirected graph)

and therefore contains an odd cycle. It is easy to see that the homomorphic image of an odd cycle must

itself contain an odd cycle. It follows that K(F ) contains an odd cycle, since K(F ) is the homomorphic

image of G0 (recall the definition of an ordered core). It is now easy to see that Corollary 2.8.6 follow from

Proposition 2.8.1. �

2.9 Proof of Theorems 5, 2.1.1 and 2.1.2

2.9.1 Proof of Theorems 5 and 2.1.2

Theorems 5 and 2.1.2 will be derived from the following theorem.

Theorem 2.9.1. For every h ≥ 3 there is ε0 = ε0(h) such that the following holds for every ε < ε0 and

for every non-bipartite graph H on h vertices. Let K be the core of H. For every n ≥ n0(ε), there is a

graph on n vertices with the following properties.

1. G is homomorphic to K.

2. G is ε-far from being induced-H-free.

3. G contains at most εΩ(log(1/ε))nk (not necessarily induced) copies of K, where k = |V (K)|.

Proof. Fix a homomorphism ϕ : H → K. Since H is not bipartite, and since the homomorphic image

of a non-bipartite graph is itself non-bipartite, we get that K is not bipartite, and hence contains an odd

cycle. Label the vertices of K by a1, . . . , ak so that a1a2 . . . ata1 is an odd cycle. Define Hi = ϕ−1(ai) for
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i = 1, . . . , k. Label the vertices of H by 1, . . . , h so that for each 1 ≤ i < j ≤ k, the labels of the vertices

in Hi are smaller than the labels of the vertices in Hj .

Let ε > 0. We will assume that ε is small enough where needed (in other words, we will choose ε0(h)

implicitly). Assuming that ε < δ0(h)/h2 (where δ0(h) is from Lemma 2.7.2), let R = R(h, h2ε) be the

graph from Lemma 2.7.2. Recall that V (R) = V1 ] · · · ] Vh, and put r := |V (R)|.
We now define a graph S on V (R) as follows. By Item 2 of Lemma 2.7.2, R contains a collection H

of at least εh2r2 pair-disjoint h-cliques, each of the form {v1, . . . , vh} with vi ∈ Vi (1 ≤ i ≤ h). For every

{v1, . . . , vh} ∈ H, we let S[{v1, . . . , vh}] span an induced copy of H in which vi plays the role of i for

every i ∈ [h] = V (H). The resulting graph is S. It is clear from the definition that H is a collection of

pair-disjoint induced copies of H in S.

Let n be a large integer which we assume, for simplicity of presentation, to be divisible by r = |V (S)|.
Let G be the n

r -blowup of S; that is, G is the graph obtained by replacing each vertex v ∈ V (S) with

an independent set B(v) of size n
r (where distinct vertices are replaced by disjoint sets), replacing edges

with complete bipartite graphs and replacing non-edges with empty bipartite graphs. Clearly |V (G)| = n.

For 1 ≤ i ≤ h put B(Vi) :=
⋃
v∈Vi B(v). Observe that the map which sends

⋃
i∈Hj B(Vi) to aj for every

1 ≤ j ≤ k, is a homomorphism from G to K. This establishes Item 1 in the statement of the theorem.

As we already showed, H is a collection of at least εh2r2 pair-disjoint induced copies of H in S. We

call these copies the base copies of H. For every base copy {v1, . . . , vh} ∈ H, Claim 2.3.4 (with parameters

t = n/r and q = h) gives a collection of at least (n/rh)2 pair-disjoint induced copies of H in G, each of

the form {x1, . . . , xh} with xi ∈ B(vi). We say that these copies are derived from {v1, . . . , vh}. Since the

base copies are pair-disjoint, two copies which are derived from different base copies are also pair-disjoint.

Thus, G contains a collection of at least |H| · (n/rh)2 ≥ εh2r2 · (n/rh)2 = εn2 pair-disjoint induced copies

of H. This shows that G is ε-far from being induced H-free.

To finish the proof it remains to show that G contains at most εΩ(log(1/ε))nk copies of K. To this end, we

now show that copies of K in G must be of a special form, which will allow us to bound their number. The

details follow. Consider a copy of K in G. For each j = 1, . . . , k, let Uj ⊆ V (G) be the set of vertices of this

copy that are contained in
⋃
i∈Hj B(Vi). Notice that the map that sends Uj to aj (for each j = 1, . . . , k) is a

homomorphism from K to itself. By the property of a core (see Section 2.8.1), this map is an isomorphism.

Thus, |Uj | = 1 for every 1 ≤ j ≤ k. Write Uj = {uj}, and note that for each 1 ≤ i < j ≤ k we have

(ui, uj) ∈ E(G) if and only if (ai, aj) ∈ E(K). Now the fact that a1a2 . . . ata1 is a cycle in K implies that

u1, . . . , ut, u1 is a cycle in G. For each 1 ≤ j ≤ k, let ij ∈ Hj be such that uj ∈ B(Vij ) and let vij ∈ Vij
be such that uj ∈ B(vij ). Then i1 < i2 < · · · < it due to the way we labeled the vertices of H. Moreover

vi1vi2 . . . vitvi1 is a cycle in S because G is a blowup of S. Finally, it follows from the definition of S that

vi1vi2 . . . vitvi1 must be a cycle in R.

We thus proved that every copy of K in G contains vertices u1, . . . , ut with the following property:

there is an increasing sequence 1 ≤ i1 < i2 < · · · < it ≤ h and vertices vij ∈ Vij (for 1 ≤ j ≤ t) such

that uj ∈ B(vij ) and such that vi1vi2 . . . vitvi1 is a cycle in R. For every increasing sequence (i1, i2, . . . , it),

Lemma 2.7.2 states that R contains at most r2 cycles of the form vi1vi2 . . . vitvi1 with vij ∈ Vij . Therefore,

the number of copies of K in G that correspond to a specific increasing sequence is at most r2 (n/r)t nk−t ≤
nk/r (here we used the obvious fact that t ≥ 3). By taking the union bound over all

(
h
t

)
increasing sequences

(i1, i2, . . . , it) and using the inequality r ≥ (1/h2ε)β(h) log(1/h2ε) ≥ (1/ε)Ω(log 1/ε) (which is guaranteed by

Item 1 of Lemma 2.7.2), we get that the number of copies of K in G is at most
(
h
t

)
nk/r ≤ εΩ(log 1/ε)nk.
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This completes the proof. �

Proof of Theorem 2.1.2. By Theorem 2.9.1, for every sufficiently small ε > 0 and for every n ≥ n0(ε),

there is a graph G on n vertices which is ε-far from being induced H-free yet contains at most εΩ(log 1/ε)nk

(not necessarily induced) copies of K, the core of H. As K is a subgraph of H, G contains at most

εΩ(log 1/ε)nk · nh−k = εΩ(log 1/ε)nh (not necessarily induced) copies of H. �

Proof of Theorem 5. Write F = {F1, . . . , F`}. By symmetry (with respect to graph complementation),

it is enough to prove that there is 1 ≤ i ≤ ` for which Fi is bipartite. Assume, by contradiction, that

Fi is not bipartite for every 1 ≤ i ≤ `. We will show that for every sufficiently small ε > 0 and for

every n ≥ n0(ε), there is a graph G which is ε-far from being induced F-free and yet contains at most

εΩ(log 1/ε)nv(Fi) copies of Fi for every 1 ≤ i ≤ ` (where the implicit constant in the exponent depends only

on F). This will imply that P∗F is not easily testable, a contradiction.

Let K = K(F) be the graph defined in Section 2.8.1. Then K is the core of one of the graphs F1, . . . , F`.

Let us assume, without loss of generality, that K is the core of F1. We claim that the graph G, obtained

by applying Theorem 2.9.1 with H = F1 (and K), satisfies our requirements. Evidently, G is ε-far from

being induced F-free because it is ε-far from being induced F1-free.

By Item 1 of Theorem 2.9.1, there is a homomorphism g : G → K. Now let 1 ≤ i ≤ `, and consider

an embedding f : Fi → G of Fi into G. Then g ◦ f is a homomorphism from Fi to K. By Proposition

2.8.1, there is a set X ⊆ V (Fi) such that (g ◦ f)|V (X) is an isomorphism onto K. This means that

f(V (Fi)) ⊆ V (G) contains a copy of K. We conclude that every copy of Fi in G contains a copy of K. By

Item 3 of Theorem 2.9.1, G contains at most εΩ(log 1/ε)nk copies of K. It follows that G contains at most

εΩ(log 1/ε)nk · nv(Fi)−k = εΩ(log 1/ε)nv(Fi) copies of Fi, as required. �

2.9.2 Proof of Theorem 2.1.1

Let M be the complement of the 7-vertex graph with vertex-set {1, 2, 3, 4, 5, 6, 7} and edge-set

{{1, 2}, {3, 4}, {5, 6}}. It is easy to see that M is co-bipartite. We will prove Theorem 2.1.1 with F1 = C8

(the cycle on 8 vertices) and F2 = M . We need the following lemma, which we prove later.

Lemma 2.9.2. Let G be a graph admitting a vertex partition V (G) = X1 ∪ · · · ∪X8 such that

� X1, X3, X5, X7 are cliques and X2, X4, X6, X8 are independent sets.

� The only edges between the parts X1, . . . , X8 are between consecutive parts; that is, for every 1 ≤ i 6=
j ≤ 8, we have E(Xi, Xj) = ∅ unless |i− j| ≡ ±1 (mod 8).

Then the following holds.

1. Every induced copy of C8 in G is of the form x1x2...x8x1, where xi ∈ Xi.

2. G is induced M -free.

Proof of Theorem 2.1.1. Set F1 = C8 and F2 = M . We will show that for every sufficiently small ε > 0

and for every n ≥ n0(ε) there is a graph G on n vertices which is ε-far from being induced {F1, F2}-free
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yet contains at most13 εΩ(log 1/ε)nv(Fi) induced copies of Fi for both i = 1, 2. This will imply that P∗{F1,F2}
is not easily testable.

Let ε ∈
(
0, δ0(8)

64

)
, where δ0(8) is from Lemma 2.7.2. Let R = R(8, 64ε) be the graph obtained by applying

Lemma 2.7.2. Recall that V (R) = V1 ] · · · ] V8, and put r = |V (R)|. For simplicity of presentation, we

assume that n is divisible by r. We define a graph G on an n
r -blowup of R; that is, we replace each vertex

v ∈ V (R) with a vertex-set B(v) of size n
r , where the sets (B(v) : v ∈ V (R)) are pairwise-disjoint. Put

B(Vi) :=
⋃
v∈Vi B(vi) for 1 ≤ i ≤ 8. The edges of G are defined as follows: B(V1), B(V3), B(V5), B(V7)

are cliques and B(V2), B(V4), B(V6), B(V8) are independent sets. To define the edges between the sets

B(V1), . . . , B(V8), recall that by Lemma 2.7.2, R contains a collection H of at least 64εr2 pairwise edge-

disjoint cliques, each of the form {v1, . . . , v8} with vi ∈ Vi. For each such clique {v1, . . . , v8} ∈ H we

put a blowup of C8 on the sets B(v1), . . . , B(v8); namely, for each (x1, . . . , x8) ∈ B(vi) × · · · × B(v8),

x1x2 . . . x8x1 is an induced 8-cycle in G. Notice that G satisfies the assumptions of Lemma 2.9.2 with

Xi = B(Vi). Thus, G is induced M -free, and every induced copy of C8 in G is of the form x1x2 . . . x8x1

with xi ∈ B(Vi). Let x1x2 . . . x8x1 be an induced copy of C8 in G and let vi ∈ Vi be such that xi ∈ B(vi).

From the construction of G it follows that v1v2 . . . v8v1 is a (not necessarily induced) cycle in R. By Item 3

in Lemma 2.7.2 (with parameters t = 8 and ij = j for 1 ≤ j ≤ 8), the number of such cycles is at most r2.

We conclude that G contains at most r2 (n/r)8 ≤ n8/r induced copies of C8. By Item 1 in Lemma 2.7.2

we have r ≥ ( 1
64ε)

β log(1/64ε) ≥ (1
ε )Ω(log 1/ε) (where β = β(8) is from Lemma 2.7.2). Therefore, the number

of induced copies of C8 in G is at most εΩ(log 1/ε)n8, as required.

To finish the proof, we show that G contains εn2 pair-disjoint induced copies of C8, which will imply

that G is ε-far from being induced {C8,M}-free. By Claim 2.3.4 and the construction of G, for every

clique {v1, . . . , v8} ∈ H there is a collection Sv1,...,v8 of at least (n/8r)2 pair-disjoint induced copies of C8

of the form (x1, . . . , x8) ∈ B(vi) × · · · × B(v8). (Here we apply Claim 2.3.4 with parameters t = n/r

and q = 8.) Since the cliques in H are pair-disjoint, copies of C8 that come from different cliques are

pair-disjoint. In other words, for every pair of distinct {v(1)
1 , . . . , v

(1)
8 }, {v

(2)
1 , . . . , v

(2)
8 } ∈ H and for every

(x
(i)
1 , . . . , x

(i)
8 ) ∈ S

v
(i)
1 ,...,v

(i)
8

(for i = 1, 2), it holds that |{x(1)
1 , . . . , x

(1)
8 } ∩ {x

(2)
1 , . . . , x

(2)
8 }| ≤ 1. We thus

conclude that S :=
⋃
{v1,...,v8}∈H Sv1,...,v8 is a collection of at least |H| · (n/8r)2 ≥ 64εr2 (n/8r)2 = εn2

pair-disjoint induced copies of C8 in G (where in the first inequality we used the fact that |H| ≥ 64εr2).

This completes the proof of the theorem. �

Proof of Lemma 2.9.2. We start by proving Item 1. Let C = x1x2...x8x1 be an induced copy of C8 in G.

Our goal is to show that |C∩Xi| = 1 for every 1 ≤ i ≤ 8. First, assume by contradiction, that |C ∩Xi| ≥ 2

for some i ∈ {1, 3, 5, 7}, say i = 1 (without loss of generality). Since X1 is a clique, there must be some

j ∈ {1, ..., 8} for which xj , xj+1 ∈ X1 (with indices taken modulo 8). We assume, without loss of generality,

that j = 1, i.e. that x1, x2 ∈ X1. Note that |C ∩X1| < 3, as otherwise C would contain a triangle. So we

see that C ∩X1 = {x1, x2}. As (x2, x3), (x1, x8) ∈ E(G) but x3, x8 /∈ X1, we must have x3, x8 ∈ X2 ∪X8.

First we consider the case that x3 and x8 are in the same part, say x3, x8 ∈ X2. Then x4, x7 ∈ X3 because

(x4, x3), (x7, x8) ∈ E(G), X2 is an independent set and x4, x7 /∈ X1. Since X3 is a clique, we get that

(x4, x7) ∈ E(G), in contradiction to the fact that C is an induced cycle. Now we consider the case that x3

and x8 are in different parts, say x3 ∈ X2, x8 ∈ X8. The path P = x3x4...x8 cannot go through X1, and

hence it must contain at least one vertex from each of the seven parts X2, ..., X8. But this is impossible as

13In fact, G will be induced F2-free.
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P consists of 6 vertices.

In the previous paragraph we showed that |C ∩ Xi| ≤ 1 for every i ∈ {1, 3, 5, 7}. Define the sets

Xodd := X1 ∪ X3 ∪ X5 ∪ X7 and Xeven := X2 ∪ X4 ∪ X6 ∪ X8. Since Xeven is an independent set and

α(C8) = 4, we have |C∩Xeven| ≤ 4. Thus |C∩Xodd| ≥ 4, implying that |C∩Xi| = 1 for every i ∈ {1, 3, 5, 7}.
In order to finish the proof (of Item 1) it is enough to show that |C ∩ Xi| ≥ 1 for each i ∈ {2, 4, 6, 8}.
Suppose, by contradiction, that C ∩ Xi = ∅ for some i ∈ {2, 4, 6, 8}, say i = 2. Let j, k ∈ {1, . . . , 8} be

such that xj ∈ X1 and xk ∈ X3. In the cycle C there is a path between xj and xk with at most 5 vertices

(including xj and xk). This path cannot intersect X2, so it must contain at least one vertex from each of

the seven parts X1, X3, X4, ..., X8, which is impossible.

We now prove Item 2. Suppose by contradiction that Y ⊆ V (G) spans an induced copy of M . As

before, define Xodd = X1 ∪ X3 ∪ X5 ∪ X7 and Xeven = X2 ∪ X4 ∪ X6 ∪ X8, and notice that Xeven is an

independent set and that Xodd is a disjoint union of cliques and hence induced P3-free (where P3 is the

path with 3 vertices). It is easy to check that every set of 5 vertices of M contains an induced copy of P3.

We conclude that |Y ∩ Xodd| ≤ 4. Moreover, |Y ∩ Xeven| ≤ 2 because α(M) = 2. All in all we get that

|Y | ≤ 6 < 7 = |V (M)|, a contradiction. �

2.10 Proof of the “Only-If” Part of Theorem 8

Let F be a non-2-colorable oriented graph on the vertex-set [f ]. We will show that there is c = c(f) > 0

such that for every 0 < ε < c and n ≥ n0(ε), there is an n-vertex tournament T which is ε-far from being

F -free yet contains at most εc log(1/ε) · nf copies of F . This will imply that F is hard.

Let K = K(F ) be the graph defined in Section 2.8.2. Put k = |V (K)| and write V (K) = {a1, ..., ak},
where 1 ≤ a1 < a2 < · · · < ak ≤ f (recall that K inherits its vertex-labeling from the backedge graph of

F whose ordered core is K). By Corollary 2.8.6, K contains a cycle (aj1aj2 ...aj`aj1) of length ` ≥ 3. Let

m0 = m0(f) and γ = γ(f) be from Lemma 2.3.1. We choose c = c(f) to be small enough so that every

0 < ε < c satisfies the inequalities

ε < γ · δ0(k) and (ε/γ)β(k)·log(γ/ε) ≤ εc log(1/ε), (2.7)

where δ0(k) and β(k) are from Lemma 2.7.2. Let 0 < ε < c, let R = R(k, δ) be the graph obtained by

applying Lemma 2.7.2 with parameters k and δ := ε/γ, and let V (R) = V1 ] · · · ] Vk be a partition of

V (R) as in that lemma. Item 3 of Lemma 2.7.2 guarantees that for every increasing sequence of indices

1 ≤ i1 < · · · < i` ≤ k, R contains at most |V (R)|2 (not necessarily induced) cycles of the form vi1vi2 . . . vi`vi1
with vi1 ∈ Vi1 , . . . , vi` ∈ Vi` . By permuting the names of the sets V1, . . . , Vk (if necessary), we may

assume that R contains at most |V (R)|2 (not necessarily induced) cycles of the form vj1vj2 . . . vj`vj1 with

vj1 ∈ Vj1 , . . . , vj` ∈ Vj` , where j1, . . . , j` are the indices of the cycle (aj1aj2 ...aj`aj1) in K, as above. (Note

that the sequence j1, . . . , j` may not be increasing, but by permuting the names of the sets Vj1 , . . . , Vj` , we

may assume that R has at most |V (R)|2 cycles corresponding to this particular sequence.)

By the definition ofK, there is a vertex-labeling of F such thatK is the ordered core of the corresponding

backedge graph, G0. Let g : G0 → K be an order-preserving homomorphism. Denote Xi = g−1(ai) for

i = 1, ..., k. We claim that X1, . . . , Xk have the following two properties in the oriented graph F .

(a) F [Xi] is an acyclic digraph for every i = 1, ..., k;
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(b) For every pair 1 ≤ i < j ≤ k, if {ai, aj} /∈ E(K) then E(Xj , Xi) = ∅.

Item (a) follows from the definition of a backedge graph and the fact that g is a graph homomorphism.

For Item (b) we also need to use the fact that g is order-preserving.

Define an oriented graph D on [k] as follows. For every 1 ≤ i < j ≤ k, if {ai, aj} /∈ E(K) then

(i, j) ∈ D (that is, there is a directed edge from i to j) and otherwise (i, j), (j, i) /∈ E(D). Note that for

every (i, j) ∈ E(D) we have E(Xj , Xi) = ∅. It follows that F satisfies the conditions of Lemma 2.3.1 with

respect to the k-coloring V (F ) = X1 ∪ · · · ∪Xk and the oriented graph D.

Fix a large enough integer n and assume, for simplicity of presentation, that n is divisible by |V (R)|. Ap-

ply Lemma 2.3.1 with parameter m := n/|V (R)| to obtain a k-partite tournament H with sides U1, . . . , Uk
which satisfies the properties stated in that lemma. In particular, |Ui| = n/|V (R)| for every i = 1, . . . , k,

and the following holds:

For every pair 1 ≤ i < j ≤ k, if {ai, aj} /∈ E(K) then Ui → Uj . (2.8)

To make our application of Lemma 2.3.1 valid, we assume that n is large enough so that n/|V (R)| ≥ m0(f).

By Item 2 of Lemma 2.7.2, R contains a collection K of at least δ|V (R)|2 pairwise edge-disjoint k-cliques

of the form {v1, . . . , vk} with vi ∈ Vi, i = 1, . . . , k. Moreover, every edge of R belongs to (exactly) one of

these cliques.

We define a tournament T on an “ n
|V (R)| -blowup” of V (R); that is, each vertex v ∈ V (R) is replaced by

a vertex-set B(v) of size n/|V (R)|, and the union of all resulting sets B(v), v ∈ V (R), forms the vertex-set

of T . For each 1 ≤ i ≤ k, put B(Vi) =
⋃
v∈Vi B(v). The edges of T are oriented as follows.

(i) B(Vi) spans a transitive tournament for every i = 1, ..., k.

(ii) For every 1 ≤ i < j ≤ k and for every vi ∈ Vi, vj ∈ Vj , if {vi, vj} /∈ E(R) then set B(vi) → B(vj)

(i.e., orient all edges from B(vi) to B(vj)).

(iii) For every {v1, ..., vk} ∈ K, put a copy of H on B(v1)∪ · · · ∪B(vk) in which B(vi) plays the role of Ui
for every i = 1, ..., k.

Since every edge of R is contained in (exactly) one of the cliques in K, Items (ii)-(iii) together specify

the orientations of all edges which go between different parts among B(V1), . . . , B(Vk). Therefore, Items

(i)-(iii) indeed define a tournament. There is no contradiction in Item (iii) because the cliques in K are

pairwise edge-disjoint.

We now show that T satisfies our requirements, that is, T is ε-far from being F -free yet contains at

most εc log(1/ε)nf copies of F . We start with the following two observations, that play a central role in the

proof. First, notice that by Item (ii) and by the combination of Item (iii) and (2.8), we have the following:

For every pair 1 ≤ i < j ≤ k, if {ai, aj} /∈ E(K) then B(Vi)→ B(Vj). (2.9)

Second, let R be the set of all `-tuples (xj1 , . . . , xj`) ∈ B(Vj1)×· · ·×B(Vj`) such that for every i = 1, . . . , `,

if ji < ji+1 then xji+1 → xji and if ji > ji+1 then xji → xji+1 , with indices taken modulo `. We claim that

|R| ≤ n`/|V (R)|. (2.10)
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To prove (2.10), fix any given (xj1 , . . . , xj`) ∈ R, and let vji ∈ Vji be such that xji ∈ B(vji) (for i = 1, . . . , `).

We claim that vj1 , vj2 , . . . , vj` , vj1 is a cycle in R. To this end, fix any 1 ≤ i ≤ `, and let us first handle

the case that ji < ji+1. By the definition of R we have xji+1 → xji . If we had {vji , vji+1} /∈ E(R)

then by Item (ii) above we would have B(vji)→ B(vji+1), which would contradict xji+1 → xji . Therefore

{vji , vji+1} ∈ E(R) in this case. Similarly, if ji > ji+1 then by the definition of R we have xji → xji+1 . Now,

if we had {vji , vji+1} /∈ E(R), then by Item (ii) above we would have B(vji+1)→ B(vji), in contradiction to

xji → xji+1 . Therefore {vji , vji+1} ∈ E(R) in this case as well, proving our assertion that vj1 , vj2 , . . . , vj` , vj1
is a cycle in R. By our choice of R, the number of cycles of this form in R is at most |V (R)|2. Now, recalling

that T is an n
|V (R)| -blowup of R, we see that |R| ≤ |V (R)|2 · (n/|V (R)|)` ≤ n`/|V (R)|, establishing (2.10).

Next, we claim that every copy of F in T contains vertices xj1 , . . . , xj` with (xj1 , . . . , xj`) ∈ R. To this

end, consider an embedding ϕ : F → T ; that is, ϕ is such that Imϕ spans a copy of F in T with ϕ(a) playing

the role of a for every a ∈ V (F ). For i = 1, ..., k, define Ai = ϕ−1(B(Vi)). Then F [Ai] is an acyclic digraph

by Item (i) above. Consider a vertex-labeling of F with labels 1, ..., f in which (a) for every 1 ≤ i < j ≤ k,

the labels given to the vertices of Ai are smaller than the labels given to the vertices of Aj ; and (b) for

every i = 1, ..., k, the vertices in Ai are labeled in such a way that all edges are forward-edges, that is, for

every a, a′ ∈ Ai we have a → a′ only if a < a′ (such a vertex-labeling of Ai exists since F [Ai] is acyclic).

Let G be the backedge graph of F with respect to this vertex-labeling. Notice that if {a, a′} ∈ E(G) and

a < a′ then there are 1 ≤ i < j ≤ k such that a ∈ Ai and a′ ∈ Aj , as A1, . . . , Ak are independent sets in G.

We claim that the function h : V (F ) → V (K) which maps Ai to ai (for i = 1, . . . , k) is an order-

preserving homomorphism from G to K. The fact that h is order-preserving is immediate from the

definition of the labeling. To see that h is a graph homomorphism, consider any edge {a, a′} ∈ E (G) and

assume without loss of generality that a < a′. By the definition of a backedge graph, we have a′ → a in

F , implying that ϕ(a′) → ϕ(a) in T . As mentioned before, there are 1 ≤ i < j ≤ k such that a ∈ Ai
and a′ ∈ Aj . Assume, for the sake of contradiction, that we have {h(a), h(a′)} = {ai, aj} /∈ E(K). By

(2.9), this implies that B(Vi)→ B(Vj). But as ϕ(a) ∈ B(Vi) and ϕ(a′) ∈ B(Vj), we get a contradiction to

ϕ(a′)→ ϕ(a). Therefore {h(a), h(a′)} = {ai, aj} ∈ E(K), showing that h is indeed a homomorphism.

Having shown that h is an order-preserving homomorphism, we use Corollary 2.8.6 to infer that there

are uji ∈ h−1(aji) = Aji , 1 ≤ i ≤ `, such that uj1 , uj2 , . . . , uj` , uj1 is a cycle in G. For each i = 1, . . . , `, set

xji = ϕ(uji) and observe that by the definition of the sets A1, . . . , Ak, we have xji ∈ B(Vji). We now show

that (xj1 , . . . , xj`) ∈ R. Note that {uji , uji+1} ∈ E (G) for every 1 ≤ i ≤ ` (with indices taken modulo `).

Fix any 1 ≤ i ≤ `, and assume first that ji < ji+1. Then uji+1 → uji in F by the definition of a backedge

graph. Therefore, xji+1 = ϕ(uji+1) → ϕ(uji) = xji , as ϕ is an embedding. Similarly, if ji > ji+1 then

uji → uji+1 in F by the definition of a backedge graph, implying that xji = ϕ(uji) → ϕ(uji+1) = xji+1 .

This shows that (xj1 , . . . , xj`) ∈ R, as required.

We are now in position to prove that T contains at most εc log(1/ε)nf copies of F . Indeed, above we have

shown that every copy of F in T contains vertices xj1 , . . . , xj` with (xj1 , . . . , xj`) ∈ R. It follows that the

number of copies of F in T is at most

|R| · nf−` ≤ nf/|V (R)| ≤ δβ(k)·log(1/δ) · nf = (ε/γ)β(k)·log(γ/ε) · nf ≤ εc log(1/ε) · nf ,

where in the first inequality we used (2.10), in the second we used Item 1 of Lemma 2.7.2, and in the third

we used (2.7).

It remains to show that T is ε-far from being F -free. To this end, let us say that an edge e ∈ E(T ) is
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a cluster-edge if it is contained in B(Vi) for some i = 1, ..., k, and a cut-edge otherwise; that is, a cut-edge

connects vertices from two different clusters among B(V1), . . . , B(Vk). Let T ′ be any tournament obtained

from T by reversing less than εn2 edges. Our goal is to show that T ′ contains a copy of F . Let T ′′ be the

tournament that agrees with T on all cut-edges and agrees with T ′ on all cluster-edges. Then T ′′ and T ′

disagree on less than εn2 edges, and the same is true for T ′′ and T .

Fix any K = {v1, ..., vk} ∈ K, and note that the tournament T ′′[B(v1) ∪ · · · ∪ B(vk)] is a completion

of the k-partite tournament H (this follows from Item (iii) above and the fact that T ′′ agrees with T on

cut-edges). By our choice of H via Lemma 2.3.1, T ′′[B(v1) ∪ · · · ∪B(vk)] contains a collection C(K) of at

least γ · (n/|V (R)|)2 copies of F , any two of which do not share cut-edges.

Now let K = {v1, . . . , vk} and K ′ = {v′1, . . . , v′k} be distinct cliques in K. Since K and K ′ are edge-

disjoint, T ′′[B(v1)∪ · · · ∪B(vk)] and T ′′[B(v′1)∪ · · · ∪B(v′k)] do not share cut-edges. Therefore, copies of F

belonging to C(K) do not share cut-edges with copies of F belonging to C(K ′). Setting C :=
⋃
K∈K C(K),

we see that C is a collection of copies of F in T ′′, any two of which do not share cut-edges. As |K| ≥ δ|V (R)|2

and by our choice of δ, we have |C| ≥ δ|V (R)|2 · γ (n/|V (R)|)2 = εn2. Since no two copies of F in C share

cut-edges, if one wishes to destroy all copies of F in T ′′ by only reversing cut-edges then one must reverse

at least |C| ≥ εn2 cut-edges. Recall that T ′ and T ′′ agree on cluster-edges, and disagree on less than εn2

edges. Therefore, one of the copies of F in T ′′ is also present in T ′. This completes the proof.

2.11 Proof of Theorem 2.1.6

Let K be a graph with vertex set [k]. We say that a graph F is a blowup of K if F admits a vertex-

partition V (F ) = X1 ∪ · · · ∪Xk such that X1, . . . , Xk are independent sets and for every 1 ≤ i < j ≤ k, if

(i, j) ∈ E(K) then (Xi, Xj) is a complete bipartite graph and if (i, j) /∈ E(K) then (Xi, Xj) is an empty

bipartite graph. We say that F is the s-blowup of K if |X1| = · · · = |Xk| = s.

Throughout this section, Cm denotes the cycle of length m. We will need the following simple proposi-

tion, whose proof appears at the end of this section.

Proposition 2.11.1. Let k be an odd integer and let G be a blowup of Ck. Then G is induced C6-free and

(not necessarily induced) C`-free for every odd 3 ≤ ` < k.

Recall the definition of a graph homomorphism from Section 2.8.1. We will use the simple fact that

C2`+1 has a homomorphism into C2k+1 if and only if ` ≥ k (this fact accounts for the second part of

Proposition 2.11.1). The proof of Theorem 2.1.6 will make use of the following lemma from [11].

Lemma 2.11.2 ([11]). Let K be a graph on k vertices, let F be a graph on f vertices which has a

homomorphism into K and let G be the n
k -blowup of K where n ≥ n0(f). Then G is 1

2k2 -far from being

(not necessarily induced) F -free.

For a graph F , denote by SG(F ) the set of supergraphs of F (namely, the set of all graphs on V (F )

obtained from F by adding edges). Note that being (not necessarily induced) F -free is equivalent to being

induced SG(F )-free. We are now ready to prove Theorem 2.1.6.

Proof of Theorem 2.1.6. Define a sequence {ai}i≥1 as follows: set a1 = 3 and ai+1 = 22(ai+2)2
+1. Note
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that ai is odd for every i ≥ 1. We prove the theorem with the graph family

F = {C6} ∪
⋃
i≥1

SG
(
Cai
)
.

Since a1 = 3 we have C3 ∈ F . Note that C6 is a bipartite graph and that C3 is both a co-bipartite graph

and a split graph. For i ≥ 1 put εi = 1
2(ai+2)2 . We will show that wP∗F (εi) ≥ 21/εi for every i ≥ 1 (recall

Definition 2, which would imply that P∗F is not easily testable.

Let i ≥ 1 and put k = ai + 2 and f = ai+1. Since ai is odd and ai ≥ 3, we have that k is odd and k ≥ 5.

Fix n ≥ n0(f) which is divisible by k (where n0(f) is from Lemma 2.11.2), and let G be the n
k -blowup

of Ck. By our choice of εi and k we have εi = 1
2k2 . Since Cf has a homomorphism into Ck, Lemma

2.11.2 implies that G is εi-far from being Cf -free and hence is εi-far from being induced SG(Cf )-free. As

SG(Cf ) ⊆ F , we conclude that G is εi-far from being induced F-free.

Proposition 2.11.1 implies that G is induced C6-free and that for every odd 3 ≤ ` < k, G is C`-free

and hence induced SG(C`)-free. By the definition of F , if F ∈ F is an induced subgraph of G then

|V (F )| ≥ ai+1 > 22(ai+2)2
= 21/εi . Here we used the definition of the sequence {ai}i≥1 and our choice

of εi. We conclude that every set Q ⊆ V (G) of size less than 21/εi is induced F-free, implying that

wP∗F (εi) ≥ 21/εi , as required. �

We remark that using essentially the same proof as above, we could have proven the following strength-

ening of Theorem 2.1.6. For every function g : (0, 1) → N there is a graph family F that contains a

bipartite graph, a co-bipartite graph and a split graph, and there is a decreasing sequence {εi}i≥1 with

εi → 0, such that wP∗F (εi) > g(εi) for every i ≥ 1.

Proof of Proposition 2.11.1. As G is a blow-up of Ck, it has a partition V (G) = X1 ∪ · · · ∪ Xk into

independent sets such that (Xi, Xj) is a complete bipartite graph if |i − j| ≡ ±1 (mod k) and an empty

bipartite graph otherwise. For the first part of the proposition, assume, by contradiction, that there is

Z ⊆ V (G) such that G[Z] is isomorphic to C6. Since C6 is not a subgraph of Ck, there must be 1 ≤ i ≤ k
such that |Z ∩Xi| ≥ 2. Assume without loss of generality that there are distinct u, v ∈ Z ∩X1. By the

structure of C6, there are distinct x, y ∈ Z such that (u, x), (u, y) ∈ E(G). Then x, y ∈ X2 ∪Xk, implying

that (v, x), (v, y) ∈ E(G). Thus, uxvy is a 4-cycle, in contradiction to the fact that G[Z] is isomorphic

to C6. For the second part of the proposition, simply observe that every subgraph of G with less than k

vertices is bipartite. �

2.12 The Hardness of Deciding Tournament Colorability

In this section we prove Theorem 9. The main challenge in proving this theorem is the case k = 2.

Theorem 2.12.1. Deciding if a tournament is 2-colorable is NP-hard.

After proving Theorem 2.12.1, we will derive Theorem 9 by using a simple reduction from the (k − 1)-

Colorability problem to the k-Colorability problem for every k ≥ 3.

Theorem 2.12.1 is proved by showing a reduction from a known NP-hard problem, namely the Triangle-

Free Cut Problem, which is defined as follows.
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Figure 2.1: the gadget H

Definition 2.12.2 (Triangle-Free Cut). For an (undirected) graph G, a triangle-free cut of G is a

2-coloring of V (G) with no monochromatic triangle.

It is known that the problem of deciding if a given graph has a triangle-free cut is NP-hard (see [83]).

For a vertex v in a digraph, we denote N+(v) = {u : v → u} and N−(v) = {u : u → v}. If a pair of

vertices u, v satisfy u→ v then we say that u dominates v and that v is dominated by u. For the proof of

Theorem 2.12.1 we need the following proposition regarding the gadget H depicted in Figure 2.1.

Proposition 2.12.3. H has the following properties.

1. H has a proper 2-coloring in which u and v have the same color and all the vertices in the set

N−(u) ∪N+(v) have the other color.

2. In every proper 2-coloring of H, the colors of u and v are the same.

Proof. For Item 1, color u, v, w with one color and a, b, c, d with the other color. We now prove Item 2.

Consider a 2-coloring of V (H) in which u and v have different colors, say u is colored red and v is colored

blue. If there is a color, red or blue, that appears in both {a, b} and {c, d}, then the coloring is not proper,

as we get a monochromatic cyclic triangle by joining either u or v. Therefore, we may assume that either

a, b are colored with red and c, d are colored with blue, or vice versa. But in both cases there is no color

for w as {a, b, w} and {c, d, w} are cyclic triangles. �

Proof of Theorem 2.12.1. Given a graph G with vertices V (G) = {x1, ..., xn}, we construct a tourna-

ment T = T (G) and prove that G has a triangle-free cut if and only if T is 2-colorable. T is defined as

follows. First, we put in T vertices y1, ..., yn and set yi → yj for every i < j. We think of yi as corresponding

to the vertex xi of G. Denote Y = {y1, ..., yn}. Let C1, ..., Cm be an enumeration of all triangles in G. Fix

1 ≤ t ≤ m and suppose that Ct contains the vertices xi, xj , xk ∈ V (G), where i < j < k. We add to T

three new vertices, zit, z
j
t , z

k
t , and set zit → zjt → zkt → zit. So Zt :=

{
zit, z

j
t , z

k
t

}
spans a cyclic triangle. Set

Zs → Zt for each 1 ≤ s < t ≤ m. Denote Z =
⋃m
t=1 Zt and set Y → Z.

Let 1 ≤ t ≤ m, suppose that Zt =
{
zit, z

j
t , z

k
t

}
, where i < j < k, and fix any ` ∈ {i, j, k}. We add a

copy of H (see Figure 2.1), denoted by H`
t , in which y` plays the role of u, z`t plays the role of v and all

other five vertices are new. Notice that this does not contradict Y → Z, as we have u→ v in H. Let K`
t
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be the subtournament of H`
t spanned by the five “new” vertices, that is V (K`

t ) = V (H`
t ) \ (Y ∪ Z). Set

Ki
t → Kj

t → Kk
t and Ki

t → Kk
t . Denote Kt = Ki

t ∪K
j
t ∪Kk

t and for each 1 ≤ s < t ≤ m set Ks → Kt.

Define K =
⋃m
t=1Kt and note that we have |Y | = n, |Z| = 3m and |K| = 15m. The vertex set of the

tournament T (G) is Y ]Z ]K. So far we defined the edges of T (G) inside Y , Z and K and we set Y → Z.

We also already put some edges between Y and K and between K and Z, namely the edges which are

contained in H`
t for some 1 ≤ t ≤ m and 1 ≤ ` ≤ n. We direct all other edges from Y to K and from K to

Z; that is, if a pair (p, q) ∈ Y ×K is not contained in any H`
t then we set p→ q, and similarly for K and

Z. In what follows we use the fact that an edge going from K to Y or from Z to K is contained in H`
t for

some 1 ≤ t ≤ m and 1 ≤ ` ≤ n. This completes the definition of the tournament T = T (G).

It remains to show that G has a triangle-free cut if and only if T is 2-colorable. Assume first that T

admits a proper 2-coloring, c : V (T )→ {red, blue}. For each i = 1, ..., n set φ(xi) = c(yi). We claim that

φ is a triangle-free cut of G, that is, for every 1 ≤ t ≤ m, the triangle Ct in G is not monochromatic. Fix

1 ≤ t ≤ m and suppose that Ct contains the vertices xi, xj , xk. By Item 2 in Proposition 2.12.3, it must be

the case that c(zit) = c(yi), c(z
j
t ) = c(yj) and c(zkt ) = c(yk). Since the set Zt = {zit, z

j
t , z

k
t } ⊆ V (T ) spans a

cyclic triangle, we deduce that c(yi), c(yj), c(yk) are not all identical. Our choice of φ guarantees that Ct
is not monochromatic.

Now assume that G admits a triangle-free cut, φ : V (G) → {red, blue}. We define a 2-coloring c of

V (T ) as follows. First, set c(yi) = φ(xi) for every i = 1, . . . , n. Next, let 1 ≤ t ≤ m and suppose that

Zt =
{
zit, z

j
t , z

k
t

}
. For each ` ∈ {i, j, k} set c(z`t ) = c(y`). Recall that H`

t is a copy of H in which y` plays

the role of u and z`t plays the role of v. Extend the coloring of
{
y`, z

`
t

}
to a coloring of H`

t as in Item 1 of

Proposition 2.12.3, that is, H`
t is colored properly and any vertex that dominates y` or that is dominated

by z`t has a different color from that of y`, z
`
t . This guarantees that H`

t does not contain monochromatic

edges going from K to Y or from Z to K. As mentioned before, any edge in T going from K to Y or

from Z to K is contained in H`
t for some 1 ≤ t ≤ m and 1 ≤ ` ≤ n. We conclude that T does not contain

monochromatic edges going from K to Y or from Z to K.

It remains to show that the 2-coloring c of V (T ) = Y ∪ Z ∪K, defined in the previous paragraph, is

proper. Let S be a cyclic triangle in T . We show by case analysis that S is not monochromatic. First we

consider the cases (a) S ⊆ Y ∪K and S intersects both Y and K, (b) S ⊆ K ∪Z and S intersects both K

and Z, (c) S has one vertex in each of the sets Y, Z,K. Case (a) implies that S contains an edge going from

K to Y . Similarly, case (b) implies that S contains an edge that goes from Z to K. Case (c) also implies

that S contains an edge from Z to K because Y → Z. As proven in the previous paragraph, T does not

contain any monochromatic edge going from K to Y or from Z to K. Therefore, S is not monochromatic

in each of the cases (a), (b) and (c).

Given the previous paragraph, the only remaining cases to consider are S ⊆ Y ∪ Z and S ⊆ K. First,

notice that the only cyclic triangles which are contained in Z are Z1, . . . , Zm. Let 1 ≤ t ≤ m and suppose

that Zt =
{
zit, z

j
t , z

k
t

}
.

By the definition of the coloring c we have c(z`t ) = c(y`) = φ(x`) for every ` ∈ {i, j, k}. The vertices of

the triangle Ct (in G) are xi, xj , xk. Since φ is a triangle-free cut, it follows that φ(xi), φ(xj), φ(xk) are not

all identical. Therefore c(zit), c(z
j
t ), c(z

k
t ) are not all identical, namely Zt is not monochromatic.

Recall that Y is transitive and we have Y → Z. Therefore Y ∪ Z does not contain any monochromatic

cyclic triangle. Finally, every cyclic triangle inside K is contained in some K`
t . These triangles are not

monochromatic because each K`
t is colored properly. This finishes the case analysis, showing that T does
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not contain a monochromatic cyclic triangle and completing the proof of the theorem. �

Proof of Theorem 9. We will show that for every k ≥ 3 there is a simple reduction from the (k − 1)-

Colorability problem to the k-Colorability problem. Given this reduction, we can prove the theorem by

induction on k, with the base case k = 2 already settled by Theorem 2.12.1.

Given a tournament T , define a tournament T ′ as follows. The vertex-set of T ′ consists of two vertex-

disjoint copies of T , denoted T1 and T2, and an additional vertex z. We set T1 → T2 → z → T1. We now

show that T is (k− 1)-colorable if and only if T ′ is k-colorable. First, if T is (k− 1)-colorable then clearly

T ′ is k-colorable: we color T1 and T2 according to a proper (k−1)-coloring of T , using the same k−1 colors

for both T1 and T2, and then color z with the remaining k’th color. It is easy to see that this k-coloring

of T ′ is proper. In the other direction, suppose that there is a proper coloring c : V (T ′)→ [k] and assume

without loss of generality that c(z) = k. Then it cannot be the case that both T1 and T2 contain a vertex

with color k, as that will imply that there is a cyclic triangle in this color. Therefore, there is i = 1, 2 such

that Ti is colored with [k − 1], implying that T is (k − 1)-colorable. This completes the proof. �
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Chapter 3

The Induced-C4 Removal Lemma

This chapter is devoted to proving Theorem 7. Our method of proving Theorem 7 gives in fact a more

general result; it shows that for every (finite or infinite) graph family F which includes C4 and satisfies an

additional technical condition (see Item 2 of Lemma 3.3.1), the property P∗F of induced F-freeness satisfies

wP∗F (ε) ≤ 2poly(1/ε). In particular, our method shows that Pchordal := chordality (i.e., the property of being

induced Ck-free for every k ≥ 4) satisfies wPchordal
(ε) ≤ 2poly(1/ε). This bound was subsequently improved

to wPchordal
(ε) = poly(1/ε) by de Joannis de Verclos [75].

In light of the discussion in the previous paragraph, it is natural to ask if one can obtain an exponential

bound for (the removal lemma corresponding to) any graph-family F containing C4. As the following

theorem shows, this is not the case in a very strong sense.

Theorem 3.0.1. For every (decreasing) function g : (0, 1/2)→ N there is a family of graphs F = F(g) so

that C4 ∈ F and yet wP∗F (ε) ≥ g(ε). In fact, for every (small enough) ε > 0 and every n ≥ n0(ε), there is

an n-vertex graph G which is ε-far from being induced F-free, and yet does not contain an induced copy of

any F ∈ F on fewer than g(ε) vertices.

3.1 Preliminary Lemmas

Our goal in this section is to introduce several definitions and prove Lemma 3.1.4 stated below, regarding

graphs not containing induced matchings of size 2 of a specific type, which we now formally define. Let G be

a graph and let X,Y ⊆ V (G) be disjoint sets of vertices. An induced copy of M2 in (X,Y ) is an (unordered)

quadruple x, x′, y, y′ such that x, x′ ∈ X, y, y′ ∈ Y , (x, y), (x′, y′) ∈ E(G) and (x, y′), (x′, y) /∈ E(G). We

say that (X,Y ) is induced M2-free if it does not contain induced copies of M2. Observe that if X and Y

are cliques then G[X ∪Y ] is induced C4-free if and only if (X,Y ) is induced M2-free. For x ∈ X, we denote

NY (x) = {y ∈ Y : (x, y) ∈ E(G)}.

Claim 3.1.1. (X,Y ) is induced M2-free1 if and only if there is an enumeration x1, . . . , xm of the elements

of X such that NY (xi) ⊆ NY (xj) for every 1 ≤ i < j ≤ m.

Proof. Observe that (X,Y ) contains an induced M2 if and only if there are x, x′ ∈ X for which there exist

1Let us mention that half-graphs are a special case of induced M2-free bipartite graphs. A half-graph has 2n vertices

x1, . . . , xn, y1, . . . , yn, and xi is adjacent to yj if and only if i ≥ j.
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y ∈ NY (x) \NY (x′) and y′ ∈ NY (x′) \NY (x). Therefore, (X,Y ) is induced M2-free if and only if for every

x, x′ ∈ X it holds that either NY (x) ⊆ NY (x′) or NY (x′) ⊆ NY (x). It is now easy to see that the assertion

of the claim holds. For example, assuming that (X,Y ) is induced M2-free, consider the preorder on X in

which x precedes x′ if and only if NY (x) ⊆ NY (x′). This preorder defines a linear order. Enumerate the

elements of X from minimal to maximal to get the required enumeration x1, . . . , xm. �

For a pair of disjoint vertex-sets X,Y , we say that (X,Y ) is homogeneous if the bipartite graph between

X and Y is either complete or empty. Throughout this chapter, and in particular in the following lemma, we

will avoid floor/ceiling signs, by assuming that the number of vertices in the vertex-set under consideration

is divisible by some small integers (ultimately these integers would depend only on the parameter ε). In

what follows, when considering partitions of a set, we allow partition classes to be empty.

Lemma 3.1.2. If (X,Y ) is induced M2-free then for every integer r ≥ 1 there are partitions

X = X1 ∪ · · · ∪ Xr and Y = Y1 ∪ · · · ∪ Yr+1 such that |Xi| = |X|/r for every 1 ≤ i ≤ r, and (Xi, Yj) is

homogeneous for every 1 ≤ i ≤ r and 1 ≤ j ≤ r + 1 satisfying i 6= j.

Proof. Let x1, . . . , xm be the enumeration of the elements of X from Claim 3.1.1. For 1 ≤ i ≤ r define

Xi = {xj : (i − 1)m/r < j ≤ im/r}. Let now y1, . . . , yn be an enumeration of the elements of Y with

the property that for every x ∈ X, the set NY (x) is a “prefix” of the enumeration, that is, so that

NY (x) = {y1, . . . , yk} for some 0 ≤ k ≤ n. Define Y1 = NY (xm/r), Yi = NY (xim/r) \ NY (x(i−1)m/r) for

i = 2, . . . , r and Yr+1 = Y \NY (xm).

It remains to show that (Xi, Yj) is homogeneous for every i 6= j. Assume first that i < j. Then for every

x ∈ Xi we have NY (x) ⊆ NY (xim/r) ⊆ NY (x(j−1)m/r). By the definition of Yj we have Yj∩NY (x(j−1)m/r) =

∅. Thus, Yj∩NY (x) = ∅ for every x ∈ Xi, implying that the bipartite graph (Xi, Yj) is empty. Now assume

that i > j. For every x ∈ Xi we have NY (xjm/r) ⊆ NY (x(i−1)m/r) ⊆ NY (x). By the definition of Yj we

have Yj ⊆ NY (xjm/r). Thus, Yj ⊆ NY (x) for every x ∈ Xi, implying that the bipartite graph (Xi, Yj) is

complete. �

For two partitions P1,P2 of the same set, we say that P2 is a refinement of P1 if every part of P2 is

contained in one of the parts of P1. A vertex partition P of an n-vertex graph G is called δ-homogeneous

if the sum of |U ||V | over all non-homogeneous unordered distinct pairs U, V ∈ P is at most δn2. Note that

if a δ-homogeneous partition P refines a partition {X1, . . . , Xk} such that each Xi is either a clique or an

independent set, then every refinement of P is also δ-homogeneous.

Lemma 3.1.3. Let k ≥ 1, let δ ∈ (0, 1), let G be an n-vertex graph and let V (G) = X1 ∪ · · · ∪ Xk be a

partition such that X1, . . . , Xk are cliques and (Xi, Xj) is induced M2-free for every 1 ≤ i < j ≤ k. Then

there is a δ-homogeneous partition which refines {X1, . . . , Xk} and has at most k (3/δ)k parts.

Proof. The assertion of the lemma is trivial for k = 1, so suppose that k ≥ 2. For every 1 ≤ i < j ≤ k,

we apply Lemma 3.1.2 to (Xi, Xj) with parameter r = d1/δe to get partitions Pi,j of Xi and Pj,i of

Xj , Pi,j = {X1
i,j , . . . , X

r
i,j}, Pj,i = {X1

j,i, . . . , X
r+1
j,i }, such that |Xp

i,j | = |Xi|/r for every 1 ≤ p ≤ r, and

(Xp
i,j , X

q
j,i) is homogeneous for every p 6= q. Note that

r∑
p=1

|Xp
i,j ||X

p
j,i| =

r∑
p=1

1

r
|Xi||Xp

j,i| ≤
1

r
|Xi||Xj | ≤ δ|Xi||Xj |. (3.1)
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For every i = 1, . . . , k, define Pi to be the common refinement of the partitions (Pi,j)1≤j≤k, j 6=i. We have

|Pi| ≤ (r + 1)k−1 ≤ (1
δ + 2)k−1 ≤ (3/δ)k. The partition P :=

⋃k
i=1 Pi refines {X1, . . . , Xk} and has at

most k (3/δ)k parts. For every U, V ∈ P, if (U, V ) is not homogeneous, then there are 1 ≤ i 6= j ≤ k and

1 ≤ p ≤ r such that U ⊆ Xp
i,j and V ⊆ Xp

j,i. This follows from the fact that X1, . . . , Xk are cliques and

the property of the partitions (Pi,j)1≤i 6=j≤k. By (3.1), we have

∑
1≤i<j≤k

r∑
p=1

|Xp
i,j ||X

p
j,i| ≤ δ

∑
1≤i<j≤k

|Xi||Xj | ≤ δn2,

implying that P is δ-homogeneous, as required. �

Lemma 3.1.4. For every k ≥ 2 and δ ∈ (0, 1), there is ρ = ρ3.1.4(k, δ) ≥ (δk/k)O(k) such that the following

holds. Let G be an n-vertex graph and let V (G) = X1 ∪ · · · ∪Xk be a partition such that X1, . . . , Xk are

cliques and (Xi, Xj) is induced M2-free for every 1 ≤ i < j ≤ k. Then there is a set Z ⊆ V (G) of size

|Z| < δn, a partition V (G) \ Z = Q1 ∪ · · · ∪ Qq which refines {X1 \ Z, . . . ,Xk \ Z} and subsets Wi ⊆ Qi
such that the following hold.

1. The sum of |Qi||Qj | over all non-homogeneous pairs (Qi, Qj), 1 ≤ i < j ≤ q, is at most δn2.

2. |Wi| ≥ ρn for every 1 ≤ i ≤ q, and (Wi,Wj) is homogeneous for every 1 ≤ i < j ≤ q.

Proof. The assertion of the lemma is trivial for k = 1, so suppose that k ≥ 2. Apply Lemma 3.1.3 to

G with parameter δ to obtain a δ-homogeneous partition P which refines {X1, . . . , Xk} and has at most

k (3/δ)k parts. Let us define Q = {U ∈ P : |U | ≥ δn/|P|} and write Q = {Q1, . . . , Qq}. Then Item 1 holds

since P is δ-homogeneous. Setting Z =
⋃
U∈P\Q U , notice that Q refines {X1 \ Z, . . . ,Xk \ Z} and that

|Z| < |P| ·δn/|P| = δn. Apply Lemma 3.1.3 again, this time with G[V (G)\Z] as the input graph, with the

partition {X1 \Z, . . . ,Xk \Z} in place of {X1, . . . , Xk}, and with approximation parameter δ′ := δ2/|P|4.

Lemma 3.1.3 gives a δ′-homogeneous partition V of V (G)\Z which refines {X1 \Z, . . . ,Xk \Z} and has at

most k(3|P|4/δ2)k parts. Let W be the common refinement of Q and V. Note that W is δ′-homogeneous

as a refinement of V, since V is δ′-homogeneous and refines {X1 \ Z, . . . ,Xk \ Z}, and X1 \ Z, . . . ,Xk \ Z
are cliques. Moreover, we have

|W| ≤ |Q| · |V| ≤ |P| · k(3|P|4/δ2)k ≤ (k/δk)O(k), (3.2)

where in the last inequality we used the fact that |P| ≤ k (3/δ)k.

For each 1 ≤ i ≤ q, define Wi = {W ∈ W : W ⊆ Qi}, choose a vertex wi ∈ Qi uniformly at random

and let Wi ∈ Wi be such that wi ∈ Wi. We will show that with positive probability, the sets W1, . . . ,Wq

satisfy the assertion of Item 2. For 1 ≤ i ≤ q, the probability that |Wi| < |Qi|
2q|W| is smaller than(

|W| · |Qi|
2q |W|

)
/|Qi| =

1

2q
,

as evidently there are at most |Wi| ≤ |W| sets W ∈ Wi of size less than |Qi|
2q|W| . By the union bound, with

probability larger than 1
2 , for every 1 ≤ i ≤ q we have

|Wi| ≥
|Qi|

2q|W|
≥ δn

2|P|2|W|
≥ n · (δk/k)O(k),
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where in the second inequality we used the bounds |Qi| ≥ δn/|P| and q ≤ |P|, and in the last inequality

we used (3.2) and the fact that |P| ≤ k (3/δ)k.

For 1 ≤ i < j ≤ q, the probability that the pair (Wi,Wj) is not homogeneous is∑ |W ||W ′|
|Qi||Qj |

≤ |P|
2

δ2n2

∑
|W ||W ′| ≤ |P|

2

δ2n2
· δ′n2 =

1

|P|2
,

where the sums are taken over all non-homogeneous pairs (W,W ′) ∈ Wi × Wj , the first inequality uses

|Qi|, |Qj | ≥ δn/|P| and the second the fact thatW is δ′-homogeneous. By the union bound, with probability

at least 1−
(
q
2

)
· 1
|P|2 ≥ 1−

(|P|
2

)
· 1
|P|2 >

1
2 , all pairs (Wi,Wj) are homogeneous. We conclude that Item 2

holds with positive probability. �

It is worth mentioning that the bounds in the above lemma are the sole reason why our bound in

Theorem 7 is exponential rather than polynomial.

3.2 A Partial Structure Theorem for Induced C4-Free Graphs

Our main goal in this section is to prove Lemma 3.2.6 stated below, which gives an approximate partial

structure theorem for induced C4-free graphs. This structure result is approximate because the graph will

only be close to having a certain nice structure, and it is partial because there will be a (possibly) large

part of the graph about which we will have no control. This partialness is unavoidable, as evidenced by

the fact that all split graphs are induced C4-free (meaning that an induced C4-free graph may contain a

large bipartite graph, namely the bipartite graph between the clique and independent-set parts of a split

graph, over which we have no control).

In addition to the lemmas from the previous section, we will also need the following theorems of Gol-

dreich, Goldwasser and Ron [59] and of Gyárfás, Hubenko and Solymosi [69]. In both cases, ω(G) denotes

the maximum size of a clique in G.

Theorem 3.2.1 ([59], Theorem 7.1). For every ε ∈ (0, 1) there is q3.2.1(ε) ≤ (1/ε)O(1) with the following

property. Let ρ ∈ (0, 1) be such that ε < ρ2/2 and let G be a graph which is ε-far from satisfying ω(G) ≥ ρn.

Suppose q ≥ q3.2.1(ε) and let Q ∈
(
V (G)
q

)
be a randomly chosen set of q vertices of G. Then with probability

at least 2
3 we have ω(G[Q]) < (ρ− ε

2)q.

Theorem 3.2.2 ([69]). Every induced C4-free graph G with n vertices and at least αn2 edges satisfies

ω(G) ≥ 0.4α2n.

Let us now derive the following important corollary of the above two theorems. For a set X ⊆ V (G)

with at least 2 vertices, define d(X) = e(X)/
(|X|

2

)
, where e(X) is the number of edges of G with both

endpoints in X.

Lemma 3.2.3. For every α, β ∈ (0, 1), there is ζ = ζ3.2.3(α, β) ≥ (αβ)O(1) such that the following holds.

Let G be a graph on n vertices with at least αn2 edges. Then either G contains at least ζn4 induced copies

of C4 or there is a set X ⊆ V (G) with |X| ≥ 0.1α2n and d(X) ≥ 1− β.

In the proof of Lemma 3.2.3 we need the following simple fact, which is proved by a standard application of

the second moment method (see [16]). We first prove Claim 3.2.4 and then move on to prove Lemma 3.2.3.
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Claim 3.2.4. Let α ∈ (0, 1/2) and let G be a graph with n vertices and at least αn2 edges. Then for every

r ≥ 240
α , a randomly chosen set R ∈

(
V (G)
r

)
satisfies e(R) ≥ α

2 r
2 with probability at least 2

3 .

Proof. Let η ∈ (0, 1) be such that G has exactly ηn2 edges, noting that η ≥ α. We consider the random

variable e(R). For each e ∈ E(G), let Ie be the indicator of the event e ⊆ R. Then e(R) =
∑

e∈E(G) Ie. Note

that P[e ⊆ R] = r(r−1)
n(n−1) , so by linearity of expectation we have E[e(R)] = e(G) · r(r−1)

n(n−1) ≥ e(G) · 34 ·
r2

n2 = 3η
4 r

2.

Now let us estimate the variance of e(R). We have

Var[e(R)] =
∑

e∈E(G)

P[e ⊆ R] +
∑

e,e′∈E(G)

(
P[e, e′ ⊆ R]− P[e ⊆ R] · P[e′ ⊆ R]

)
,

where the second sum is over all ordered pairs e, e′ of distinct edges. If e, e′ are disjoint then

P[e, e′ ⊆ R] = r(r−1)(r−2)(r−3)
n(n−1)(n−2)(n−3) ≤

(
r
n

)4
, and P[e ⊆ R] · P[e′ ⊆ R] =

(
r(r−1)
n(n−1)

)2
≥ r2(r−1)2

n4 ≥ r4−2r3

n4 .

So the term corresponding to the pair e, e′ in the above sum is at most r4

n4 − r4−2r3

n4 = 2r3

n4 . Since there are

at most e(G)2 = η2n4 pairs of edges e, e′ altogether, the pairs in which e, e′ are disjoint contribute at most

η2n4 · 2r3

n4 = 2η2r3 to the above sum.

If e, e′ intersect (namely, have a vertex in common), then P[e, e′ ⊆ R] = r(r−1)(r−2)
n(n−1)(n−2) ≤

(
r
n

)3
. Since there

are at most e(G) · 2 · n pairs of intersecting edges e, e′, these pairs contribute at most e(G) · 2n · r3

n3 = 2ηr3.

Altogether, we have

Var[e(R)] ≤
∑

e∈E(G)

P[e ⊆ R] + 2η2r3 + 2ηr3 ≤ ηr2 + 2η2r3 + 2ηr3 ≤ 5ηr3,

where in the second inequality we used the fact that
∑

e∈E(G) P[e ⊆ R] = E[e(R)] ≤ e(G) ·
(
r
n

)2
= ηr2. By

Chebyshev’s inequality (see e.g. [16]), we have

P
[
|e(R)− E[e(R)]| > ηr2/4

]
≤ Var[e(R)]

η2r4/16
≤ 5ηr3

η2r4/16
=

80

ηr
≤ 80

αr
≤ 1

3
,

where in the last inequality we used our choice of r. Finally, notice that if |e(R)− E[e(R)]| ≤ ηr2/4 then

e(R) ≥ E[e(R)]− η
4r

2 ≥ 3η
4 r

2 − η
4r

2 = η
2r

2 ≥ α
2 r

2, as required. �

Proof of Lemma 3.2.3. Set ρ = 0.1α2, ε = ρ2β/4 = α4β/400 and r = max{q3.2.1(ε), 240
α }. By Theorem

3.2.1 we have r ≤ (α−1β−1)O(1). We prove the lemma with ζ = ζ3.2.3(α, β) := 1/(3r4) ≥ (αβ)O(1).

Let us assume that there is no X ⊆ V (G) with |X| ≥ 0.1α2n and d(X) ≥ 1 − β, and prove that G

contains at least ζn4 induced copies of C4. Let X ⊆ V (G) be such that |X| ≥ ρn. Since d(X) < 1− β, we

have
(|X|

2

)
− e(G[X]) > β

(|X|
2

)
≥ β |X|

2

4 ≥ ρ2β
4 n2 = εn2. This shows that G is ε-far from containing a clique

of size ρn or larger. By our choice of r via Theorem 3.2.1, a random sample R of r vertices of G satisfies

ω(G[R]) < (ρ − ε
2)r < 0.1α2r with probability at least 2

3 . By Claim 3.2.4, we also have e(R) > α
2 r

2 with

probability at least 2
3 . So with probability at least 1

3 , we have both ω(G[R]) < 0.1α2r and e(R) > α
2 r

2. If

both events happen, then G[R] must contain an induced copy of C4, by Theorem 3.2.2. We conclude that

G contains at least 1
3

(
n
r

)
/
(
n−4
r−4

)
= 1

3

(
n
4

)
/
(
r
4

)
≥ n4/(3r4) = ζn4 induced copies of C4. �

The last ingredient we need is the following special case of a result of Alon, Fischer and Newman [6].

For a pair of disjoint vertex sets X,Y , we say that (X,Y ) is ε-far from being induced M2-free if one has

to add/delete at least ε|X||Y | of the edges between X and Y in order to make (X,Y ) induced M2-free.

Otherwise, we say that (X,Y ) is ε-close to being induced M2-free.
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Lemma 3.2.5 ([6]). For every ε ∈ (0, 1) there is η = η3.2.5(ε) ≥ εO(1) such that the following holds. If

(X,Y ) is ε-far from being induced M2-free then (X,Y ) contains at least η|X|2|Y |2 induced copies of M2.

We note that an elementary proof of Lemma 3.2.5 was given in [75].

The following is the key lemma of this section. Note that it gives us a lot of information about G[Y ]

and G[X1 ∪ · · · ∪Xk] but no information about the bipartite graph connecting X1 ∪ · · · ∪Xk and Y . This

is unavoidable as every split graph is induced C4-free.

Lemma 3.2.6. For every α, γ ∈ (0, 1) there is ζ = ζ3.2.6(α, γ) ≥ (αγ)O(1) such that every n-vertex graph

G either contains at least ζn4 induced copies of C4, or admits a vertex partition V (G) = X1 ∪ · · · ∪Xk ∪Y
with the following properties.

1. e(Y ) < αn2.

2. |Xi| ≥ 0.1α3n and d(Xi) ≥ 1− γ for every 1 ≤ i ≤ k.

3. For every 1 ≤ i < j ≤ k, the pair (Xi, Xj) is γ-close to being induced M2-free.

Proof. Set η = η3.2.5(γ) and β = min{γ, η}. We prove the lemma with

ζ = ζ3.2.6(α, γ) := min
{
ζ3.2.3(α, β) · α4, 0.5 · 10−4α12η

}
.

The polynomial dependencies in Lemmas 3.2.3 and 3.2.5 imply that ζ ≥ (αγ)O(1).

Define inductively two sequences of sets, (Vi)i≥0 and (Xi)i≥1, as follows. Set V0 = V (G). At the ith step

(starting from i = 0), if e(Vi) < αn2 then we stop. Note that if we did not stop then |Vi| ≥ α1/2n > αn.

If e(Vi) ≥ αn2 then by Lemma 3.2.3, applied to G[Vi] with parameters α and β as above, either G[Vi]

contains at least ζ3.2.3(α, β) · |Vi|4 ≥ ζ3.2.3(α, β) · α4n4 ≥ ζn4 induced copies of C4, or there is Xi+1 ⊆ Vi
with |Xi+1| ≥ 0.1α2|Vi| ≥ 0.1α3n and d(Xi) ≥ 1−β. In the former case the assertion of the lemma holds, so

we may assume that the latter case happens, in which case we set Vi+1 = Vi \Xi+1 and continue. Suppose

that this process stops at the kth step for some k ≥ 0. Set Y = Vk. We clearly have V (G) = X1∪· · ·∪Xk∪Y .

For every 1 ≤ i ≤ k we have |Xi| ≥ 0.1α3n and d(Xi) ≥ 1 − β ≥ 1 − γ. Since the process stopped at the

kth step, we must have e(Y ) = e(Vk) < αn2.

To finish the proof, we show that if Item 3 in the lemma does not hold then G contains at least

0.5 · 10−4α12ηn4 ≥ ζn4 induced copies of C4. If Item 3 does not hold, then for some 1 ≤ i < j ≤ k,

the pair (Xi, Xj) is γ-far from being induced M2-free. By our choice of η via Lemma 3.2.5, (Xi, Xj)

contains at least η|Xi|2|Xj |2 induced copies of M2. Let (xi, x
′
i, xj , x

′
j) be such a copy, where xi, x

′
i ∈

Xi and xj , x
′
j ∈ Xj . If {xi, x′i}, {xj , x′j} ∈ E(G) then xi, x

′
i, xj , x

′
j span an induced copy of C4. Since

d(Xi), d(Xj) ≥ 1 − β ≥ 1 − η, there are at most 2 · η
(|Xi|

2

)(|Xj |
2

)
≤ 0.5η|Xi|2|Xj |2 quadruples of distinct

vertices (xi, x
′
i, xj , x

′
j) ∈ Xi ×Xi ×Xj ×Xj for which either {xi, x′i} /∈ E(G) or {xj , x′j} /∈ E(G). Thus, G

contains at least 0.5η|Xi|2|Xj |2 ≥ 0.5 · 10−4α12ηn4 induced copies of C4, as required. �

We finish this section with the following corollary of the above structure theorem, which will be more

convenient to use when proving Theorem 7 in the next section.

Lemma 3.2.7. For every α, γ ∈ (0, 1) there are ζ = ζ3.2.7(α, γ) ≥ (αγ)O(1) and ρ = ρ3.2.7(α) ≥ αO(α−6)

such that every n-vertex graph G either contains ζn4 induced copies of C4, or satisfies the following:
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there is a graph G′ on V (G), a partition V (G) = X1 ∪ · · · ∪ Xk ∪ Y , where 0 ≤ k ≤ 10α−3, a subset

Z ⊆ X := X1 ∪ · · · ∪Xk, a partition X \Z = Q1 ∪ · · · ∪Qq which refines {X1 \Z, . . . ,Xk \Z}, and subsets

Wi ⊆ Qi such that the following holds.

1. G′[Xi \ Z] is a clique for every 1 ≤ i ≤ k, and G′[Y ] is an independent set.

2. |Z| < αn and every z ∈ Z is an isolated vertex in G′.

3. The sum of |Qi||Qj |, taken over all pairs 1 ≤ i < j ≤ q such that (Qi, Qj) is non-homogeneous in G′,

is at most αn2.

4. |Wi| ≥ ρ|X| for every 1 ≤ i ≤ q, and (Wi,Wj) is homogeneous in G′ for every 1 ≤ i < j ≤ q.

5. |E(G′)4E(G)| < (2α+ γ)n2 and |E(G′[X \ Z])4E(G[X \ Z])| < γn2.

Proof. We prove the lemma with ζ3.2.7(α, γ) := ζ3.2.6(α, γ) and

ρ = ρ3.2.7(α) := ρ3.1.4(10α−3, α).

Lemma 3.1.4 guarantees that ρ ≥ (0.1α3+10α−3
)O(α−3) ≥ αO(α−6). Note that we may assume that the

function ρ3.1.4(k, δ) (given by Lemma 3.1.4) is monotone decreasing in k.

Apply Lemma 3.2.6 to G with the given α and γ. If G contains at least ζ3.2.6(α, γ) ·n4 induced copies of

C4 then the assertion of Lemma 3.2.7 holds. Otherwise, let X1, . . . , Xk, Y be as in the statement of Lemma

3.2.6. Note that k ≤ 10α−3 since |Xi| ≥ 0.1α3n for every 1 ≤ i ≤ k (as guaranteed by Lemma 3.2.6). Let

G′′ be the graph obtained from G by making Y an independent set, making X1, . . . , Xk cliques and making

(Xi, Xj) induced M2-free for every 1 ≤ i < j ≤ k. By Lemma 3.2.6 we have |E(G′′[Y ])4E(G[Y ])| < αn2

and |E(G′′[X])4E(G[X])| < γ
∑k

i=1

(|Xi|
2

)
+ γ

∑
i<j |Xi||Xj | < γn2, where X := X1 ∪ · · · ∪Xk.

If X = ∅ (i.e., if V (G) = Y ) then the assertion of the lemma holds trivially with G′ := G′′. Now apply

Lemma 3.1.4 with G′′[X] as the input graph, {X1, . . . , Xk} as the partition of V (G′′[X]) = X, and δ = α.

Lemma 3.1.4 supplies a subset Z ⊆ X of size |Z| < α|X| ≤ αn, a partition X \ Z = Q1 ∪ · · · ∪Qq which

refines {X1 \ Z, . . . ,Xk \ Z}, and subsets Wi ⊆ Qi (i = 1, . . . , q), all satisfying Items 1-2 of Lemma 3.1.4.

In particular, for every 1 ≤ i ≤ q we have

|Wi| ≥ ρ3.1.4(k, α) · |X| ≥ ρ3.1.4(10α−3, α) · |X| = ρ|X|. (3.3)

Let G′ be the graph obtained from G′′ by making every z ∈ Z an isolated vertex. Then Item 2 is satisfied.

The second part of Item 5 holds because G′[X \ Z] = G′′[X \ Z] and |E(G′′[X])4E(G[X])| < γn2. For

the first part of Item 5, note that |E(G′)4E(G′′)| < |Z|n < αn2, which implies that |E(G′)4E(G)| ≤
|E(G′)4E(G′′)| + |E(G′′)4E(G)| < (2α + γ)n2. Since G′[X \ Z] = G′′[X \ Z] and G′[Y ] = G′′[Y ], it is

enough to establish that the assertions of Items 1, 3 and 4 hold if G′ is replaced by G′′. For Item 1, this is

immediate from the definition of G′′; for Items 3 and 4, this follows from our choice of Q = {Q1, . . . , Qq}
and W1, . . . ,Wq via Lemma 3.1.4 and from (3.3). �

3.3 Proof of Theorem 7

We begin by proving the following lemma.
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Lemma 3.3.1. Let F be a (finite or infinite) family of graphs such that

1. C4 ∈ F .

2. For every F ∈ F and for every v ∈ V (F ), the neighbourhood of v (in F ) is of size at least 2 and is

not a clique.

Suppose G is a graph with vertex partition V (G) = X ∪ Y such that Y is an independent set and G[X] is

induced F-free. If one must add/delete at least ε|X||Y | of the edges between X and Y to make G induced

F-free, then G contains at least ε4

28 |X|2|Y |2 induced copies of C4.

Proof. Let us pick for every y ∈ Y a maximal anti-matching M(y) in G[NX(y)], that is, a maximal

collection of pairwise-disjoint non-edges contained in NX(y). For every pair of non-edges {u, v}, {u′, v′} ∈
M(y), there must be at least one non-edge between the vertices {u, v} and the vertices {u′, v′}, as otherwise

u, v, u′, v′ would span an induced C4 in X, in contradiction to the assumptions that G[X] is induced F-free

and C4 ∈ F . Therefore, for every y there are at least
(|M(y)|

2

)
+ |M(y)| ≥ |M(y)|2/2 non-edges inside the

set NX(y). For every y ∈ Y let d2(y) denote the number of unordered pairs of vertices in NX(y), that are

non-adjacent. Then the above discussion implies that every y ∈ Y satisfies

d2(y) ≥ |M(y)|2

2
. (3.4)

Let G′ be the graph obtained from G by deleting, for every y ∈ Y , all edges going between y and the

vertices of M(y). Since M(y) is spanned by 2|M(y)| vertices, we have

|E(G′)4E(G)| = 2
∑
y∈Y
|M(y)|. (3.5)

We now claim that G′ is induced F-free. Indeed, suppose U ⊆ V (G) spans an induced copy of some F ∈ F .

Since by assumption G[X] is induced F-free and since G′[X] = G[X], there must be some y ∈ U ∩Y . Since

the neighbourhood of y in F is of size at least 2 and is not a clique, and since G′[Y ] = G[Y ] is an empty

graph, there must be u, v ∈ U ∩X for which u, v ∈ NX(y) and {u, v} /∈ E(G′). Now, the fact that u, v are

connected to y in G′ means that neither of them participated in one of the non-edges of M(y). But then

the fact that {u, v} /∈ E(G′) implies that also {u, v} /∈ E(G) (because we did not change G[X]) which in

turn implies that {u, v} could have been added to M(y), contradicting its maximality.

By the assumption of the lemma we thus have |E(G′)4E(G)| ≥ ε|X||Y |. Combining this with (3.4),

(3.5) and Jensen’s inequality thus gives

∑
y∈Y

d2(y) ≥ 1

2

∑
y∈Y
|M(y)|2 ≥ 1

2
|Y | ·

(∑
y∈Y |M(y)|
|Y |

)2

=
1

2
|Y | ·

(
|E(G′)4E(G)|

2|Y |

)2

≥ ε2

8
|X|2|Y |.

For a pair of distinct vertices u, v ∈ X set t(u, v) = 0 if {u, v} ∈ E(G) and otherwise set t(u, v) to be

the number of vertices y ∈ Y connected to both u and v. Recalling that Y is an independent set in G, we

see that u, v belong to at least
(
t(u,v)

2

)
induced copies of C4. Hence, G contains at least

∑
u,v∈X

(
t(u, v)

2

)
≥

(
|X|
2

)
·
(∑

u,v∈X t(u, v)/
(|X|

2

)
2

)
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=

(
|X|
2

)
·
(∑

y∈Y d2(y)/
(|X|

2

)
2

)
≥ |X|2

4
· (ε2|Y |/4)2

4
=
ε4

28
|X|2|Y |2,

induced copies of C4, where the first inequality is Jensen’s, the following equality is double-counting, and

the last inequality uses our above lower bound for
∑

y∈Y d2(y). �

We are now ready to prove Theorem 7.

Proof of Theorem 7. Set α := 2−13 · ε6, ρ := ρ3.2.7(α) and

γ :=
1

2
· (ερ/2)4.

Lemma 3.2.7 guarantees that ρ ≥ αO(α−6) ≥ 2− poly(1/ε) and hence also γ ≥ 2− poly(1/ε).

Let G be an n-vertex graph which is ε-far from being induced C4-free. We apply Lemma 3.2.7 to G with

the α and γ defined above. If G contains at least ζ3.2.7(α, γ) · n4 induced copies of C4 then we are done,

as ζ3.2.7(α, γ) ≥ (αγ)O(1) ≥ 2− poly(1/ε). Otherwise, let G′, X = X1 ∪ · · · ∪ Xk, Y , Z, Q = {Q1, . . . , Qq}
and Wi ⊆ Qi be as in Lemma 3.2.7. Let G′′ be the graph obtained from G′ by doing the following: for

every 1 ≤ i < j ≤ q, if (Wi,Wj) is a complete (resp. empty) bipartite graph then we turn (Qi, Qj) into a

complete (resp. empty) bipartite graph. By Item 4 in Lemma 3.2.7, one of these options holds. By Item

3 in Lemma 3.2.7, the number of changes made is at most αn2. By Item 5 in Lemma 3.2.7 we have∣∣E(G′′)4E(G)
∣∣ ≤ ∣∣E(G′′)4E(G′)

∣∣+
∣∣E(G′)4E(G)

∣∣ < (3α+ γ)n2 <
ε

2
n2,

implying that G′′ is ε
2 -far from being induced C4-free (as G is ε-far from being induced C4-free). Note that

|X \ Z| ≥ ε
2n, as otherwise deleting all edges incident to the vertices of X \ Z would make G′′ an empty

graph (which in particular is induced C4-free) by deleting |X \ Z| · n < ε
2n

2 edges.

Let us assume first that G′′[X \Z] contains an induced copy of C4, say on the vertices v1, v2, v3, v4. For

1 ≤ s ≤ 4, let is be such that vs ∈ Qis . It is easy to see that by the definition of G′′, every quadruple

(w1, . . . , w4) ∈Wi1×Wi2×Wi3×Wi4 spans an induced copy of C4 in the graph G′. Thus, G′ contains at least

|Wi1 | · |Wi2 | · |Wi3 | · |Wi4 | ≥ ρ4|X|4 ≥ ρ4(ε/2)4n4 = 2γn4

induced copies of C4, where in the first inequality we used Item 4 of Lemma 3.2.7. Now, by Item 5 in

Lemma 3.2.7, G[X \Z] and G′[X \Z] differ on less than γn2 edges, each of which can participate in at most

n2 induced copies of C4. Thus, G contains at least γn4 ≥ 2− poly(1/ε)n4 induced copies of C4, as required.

From now on we assume that G′′[X \Z] is induced C4-free, implying that G′′[X] is induced C4-free (as

every z ∈ Z is isolated in G′′). Since G′′ is ε
2 -far from being induced C4-free, one cannot make G′′ induced

C4-free by adding/deleting less than ε
2n

2 ≥ ε|X||Y | edges between X and Y . Hence, we have |X||Y | ≥ ε
2n

2,

as otherwise one could remove all edges between X and Y , thus making G′′ induced C4-free by removing

at most ε
2n

2 edges. Notice that the conditions of Lemma 3.3.1 hold (with respect to the family F = {C4})
since G′′[Y ] = G′[Y ] is an independent set (by Item 1 in Lemma 3.2.7) and G′′[X] is induced C4-free by

assumption. By Lemma 3.3.1, G′′ contains at least ε4

28 |X|2|Y |2 ≥ ε6

210n
4 = 8αn4 induced copies of C4. Since

|E(G′′)4E(G)| < (3α + γ)n2 < 4αn2, at least 4αn4 = ε6

211n
4 of these copies are also present in G. This

completes the proof of the theorem. �
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3.4 Proof of Theorem 3.0.1

In this section we prove Theorem 3.0.1, which we restate as follows.

Theorem 3.4.1. For every function g : (0, 1
2)→ N there is a graph family F which contains C4 and there

is a sequence {εk}∞k=1 with εk > 0 and εk → 0, such the following holds. For every k ≥ 1 and n ≥ n0(k)

there is an n-vertex graph G which is εk-far from being induced F-free, but still every induced subgraph of

G on g(εk) vertices is induced F-free.

We will need the following theorem due to Erdős [39].

Theorem 3.4.2 ([39]). For every integer f there is n3.4.2 = n3.4.2(k, f) such that every k-uniform hypegraph

with n ≥ n3.4.2 vertices and nk−f
1−k

edges contains a complete k-partite k-uniform hypergraph with f

vertices in each part.

For integers k, f ≥ 1, let Bk,f be the graph obtained by replacing each vertex of the cycle Ck by a clique

of size f , and replacing each edge by a complete bipartite graph.

Lemma 3.4.3. For every pair of integers k ≥ 3 and f ≥ 1 there is n3.4.3 = n3.4.3(k, f) such that for every

n ≥ n3.4.3, the graph Bk,n/k is 1
2k2 -far from being induced {C4, Bk,f}-free.

Proof. Let V1, . . . , Vk be the sides of G := Bk,n/k (each a clique of size n/k). Let G′ be a graph obtained

from G by adding/deleting at most v(G)2

2k2 = n2

2k2 edges. Our goal is to show that G′ is not induced

{C4, Bk,f}-free. Let H be the k-partite k-uniform hypergraph with parts V1, . . . , Vk whose edges are all

k-tuples (v1, . . . , vk) ∈ V1 × · · · × Vk such that v1v2 . . . vkv1 is an induced cycle in G′. Note that in G,

every such k-tuple spans an induced cycle, and that adding/deleting an edge can destroy at most
(
n
k

)k−2

such cycles. Thus, G′ contains at least
(
n
k

)k − n2

2k2

(
n
k

)k−2
= 1

2

(
n
k

)k
of these induced cycles, implying that

e(H) ≥ 1
2

(
n
k

)k
. For a large enough n we have 1

2

(
n
k

)k ≥ nk−f
1−k

and n ≥ n3.4.2(k, f). Thus, by Theorem

3.4.2, H contains a complete k-partite k-uniform hypergraph with parts Ui ⊆ Vi, each of size f . This

means that in the graph G′, (Ui, Uj) is a complete bipartite graph if j − i ≡ ±1 (mod k) and an empty

bipartite graph otherwise. If G′[Ui] is a clique for every 1 ≤ i ≤ k then U1 ∪ · · · ∪ Uk spans an induced

copy of Bk,f in G′. Suppose then that Ui is not a clique for some 1 ≤ i ≤ k, say i = 1, and let x, y ∈ U1

be such that {x, y} /∈ E(G′). Then for every z ∈ U2 and w ∈ Uk, {x, y, z, w} spans an induced copy of C4

in G′. Thus, in any case G′ is not induced {C4, Bk,f}-free. �

Proof of Theorem 3.4.1. For k ≥ 5 put εk = 1
2k2 and fk = g(εk). We will show that the family

F = {C4} ∪ {Bk,fk : k ≥ 5} satisfies the requirement. Let k ≥ 5, let n ≥ n3.4.3(k, fk) and set G = Bk,n/k.

By Lemma 3.4.3, G is εk-far from being induced {C4, Bk,fk}-free. Since C4, Bk,fk ∈ F , we get that G is

εk-far from being induced F-free.

We claim that for every 4 ≤ ` < k, G is induced C`-free. Suppose, by contradiction, that x1, . . . , x`, x1

is an induced `-cycle in G. Let V1, . . . , Vk be the sides of G = Bk,n/k. If |{x1, . . . , x`} ∩ Vi| ≤ 1 for every

1 ≤ i ≤ k then x1, . . . , x` are contained in an induced path, which is impossible. So there is some 1 ≤ i ≤ k
for which |{x1, . . . , x`} ∩ Vi| ≥ 2. Suppose without loss of generality that x1, x2 ∈ V1 (recall that V1, . . . , Vk
are cliques). Then x3 ∈ V2 or x3 ∈ Vk, and in either case x1, x2, x3 span a triangle, a contradiction.

We conclude that the smallest F ∈ F which is an induced subgraph of G, is F = Bk,fk . Thus, every

induced subgraph of G on less than v(Bk,fk) = k ·g(εk) vertices is induced F-free, completing the proof. �
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Chapter 4

A Hierarchy Theorem for

Query-Complexity via a Generalized

Turán Result

4.1 Background on (Generalized) Turán Problems

Turán’s Theorem [113], one of the cornerstone results in graph theory, determines the maximum number of

edges in an n-vertex graph that does not contain a copy of Kt (the complete graph on t vertices). Turán’s

problem is the following more general question: for a fixed graph H and an integer n, what is the maximum

number of edges in an n-vertex H-free graph? This quantity is denoted by ex(n,H). Estimating ex(n,H)

for various graphs H is the fundamental problem of extremal graph theory (see [105] for a survey).

Alon and Shikhelman [15] have recently initiated the systematic study of the following natural gener-

alization of the function ex(n,H); for fixed graphs H and T , let ex(n, T,H) denote the maximum number

of copies1 of T in an n-vertex graph that contains no copy of H. Note that ex(n,H) = ex(n,K2, H).

Problems involving the estimation of ex(n,H, T ) (for specific graphs T,H) are known as generalized Turán

problems. Some concrete problems of this type have already been considered by Erdős in the 60’s, with

[41, 42] establishing bounds on ex(n, T,H) for various pairs T,H. For the sake of brevity, we refer the

reader to [15] for more background and motivation, as well as examples of some well-studied problems in

extremal combinatorics which relate to the study of ex(n, T,H) for various pairs H and T .

One special case of Turán’s problem which has been extensively studied is the estimation of ex(n,Ck)

(where Ck denotes the k-cycle, i.e., the cycle of length k). While for odd k it is known [104] that ex(n,Ck) =

bn2/4c (for large enough n), the problem of determining the order of magnitude of ex(n,Ck) for even k is

a long-standing, major open problem in extremal graph theory, see the survey [114] and its references.

The problem of estimating ex(n,Ck, C`) has recently received a lot of attention. Bollobás and Győri [24]

proved that ex(n,C3, C5) = Θ
(
n3/2

)
. Győri and Li [70] extended this result by considering ex(n,C3, C2`+1).

The dependence of their upper bound on ` was subsequently improved upon by Alon and Shikhelman [15].

At this moment, the best known bounds imply that

Ω(ex(n, {C4, C6, . . . , C2`})) ≤ ex(n,C3, C2`+1) ≤ O(` · ex(n,C2`)), (4.1)

1Throughout this chapter, unless explicitly stated otherwise, we always count unlabeled copies.
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where ex(n, {C4, C6, . . . , C2`}) is the maximal number of edges in an n-vertex graph with no copy of C2t for

any 2 ≤ t ≤ `. The lower bound in (4.1) was proved in [70], and the upper bound in [15]. These bounds were

also independently obtained by Füredi and Özkahya [53]. The lower and upper bounds in (4.1) are known

to be of the same order of magnitude, Θ
(
n1+1/`

)
, for ` ∈ {2, 3, 5} (see [114] and the references therein).

Recall that our main generalized-Turán-type result, Theorem 12, extends the aforementioned results of

[15, 53, 70] by determining the order of magnitude of ex(n,Ck, C`) for all fixed k, ` ≥ 4. As mentioned in

Section 1.2.1, the statement of Theorem 12 does not in fact cover every possible choice of values for distinct

k, ` ≥ 4, since some cases are (in a sense) trivial. These missing cases are: (a) k is even and ` is odd; and (b)

k and ` are both odd and k > `. Observe that in either of these cases, a blow-up of Ck is C`-free, implying

immediately that ex(n,Ck, C`) = Θk(n
k). It is worth noting that in these so-called “dense” cases, while it

is trivial to determine the order of magnitude of ex(n,Ck, C`), it may be very challenging to get an exact

(or even asymptotic) result. A prime example of this is the famous problem of the exact determination of

ex(n,C5, C3), which was settled in [68, 73].

Next, let us consider the case of ex(n,C3, C2`). Here we will prove the following.

Proposition 4.1.1. For every ` ≥ 2 we have

Ω(ex(2n/3, {C4, C6, . . . , C2`})) ≤ ex(n,C3, C2`) ≤ O`
(
ex(n,C2`)

)
.

As in the case of (4.1), the lower and upper bounds in Proposition 4.1.1 are known to be of the same

order of magnitude for ` ∈ {2, 3, 5}. We note that Proposition 4.1.1 was independently proved by [53].

Finally, we consider the problem of estimating ex(n, Pk, C`), where Pk denotes the path of length k,

namely, the path with k edges. As a side-product of our methods, we obtain the following theorem, which

gives a tight bound on ex(n, Pk, C2`) for all k, ` ≥ 2.

Theorem 4.1.2. For every k ≥ 2, we have

ex(n, Pk, C2`) =

{
Θk(n

k/2+1) ` = 2,

Θk(`
b(k+1)/2cnd(k+1)/2e) ` ≥ 3.

To complement Theorem 4.1.2, note that ex(n, Pk, C2`+1) = Θk(n
k+1), since a blowup of Pk does not

contain odd cycles.

The rest of this chapter is organized as follows. In Section 4.2 we discuss an additional application of

Theorem 12 to the study of graph removal lemmas. Section 4.3 contains the proofs of all lower bounds

in Theorems 12 and 4.1.2 and Proposition 4.1.1, and can be read independently of the other sections. In

Section 4.4 we give a tight upper bound on ex(n,C2k+1, C2k+3) for every k ≥ 2. This case of Theorem 12

— that is, where the cycle lengths are consecutive odd integers — turns out to require a different argument

than the one we use for all other cases of Theorem 12. The problem of upper-bounding ex(n,C2k+1, C2k+3)

for k ≥ 2 appears to be significantly harder than the case ex(n,C3, C5) which was resolved by Bollobás–

Győri [24]. This is best evidenced by the fact that while ex(n,C3, C5) = Θ(n3/2), for k ≥ 2 we have

ex(n,C2k+1, C2k+3) = Θk(n
k). Section 4.5 is devoted to establishing some key lemmas, which then allow

us to prove Theorem 4.1.2 and Proposition 4.1.1 in Section 4.6 and all remaining case of Theorem 12 in

Section 4.7. The proof of one key lemma, namely Lemma 4.5.5, relies on a bound for the skew version of

the even-cycle Turán problem, due to Naor and Verstraëte [87]. Finally, in Section 4.8 we apply Theorem

12 in order to prove Theorems 10 and 11 (as well as Theorem 4.2.1, which is stated in the next section).
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4.2 Removal-Lemma Bounds for Forbidden-Cycles Properties

Here we describe an additional application of Theorem 12, which is closely related to Theorem 10. We

start with some background. Recall the function wP(ε) defined in Definition 2. In the case where P is the

k-colorability property, we will use wk-col(ε) instead of wP(ε). The earliest upper bound on wk-col(ε) was

given by Rödl and Duke [91], whose proof relied on the regularity lemma [110], and thus only supplied

tower-type bounds. A significantly better bound was obtained by Goldreich, Goldwasser and Ron [59]

who proved that wk-col(ε) = poly(1/ε). In a recent breakthrough, Sohler [106] obtained the nearly tight

bound wk-col(ε) = Θ̃(1/ε).

For a set of integers L, let us say that a graph is L-free if it is C`-free for every ` ∈ L. Let PL denote the

property of being L-free. In what follows, we will use the notation wL instead of wPL . The result of [59]

stating that w2-col(ε) = poly(1/ε) is then equivalent to the statement that if L consists of all odd integers

then wL(ε) = poly(1/ε). Another related result is due to Alon [2] who proved that wL(ε) = poly(1/ε)

if L contains at least one even integer, and that wL(ε) is super-polynomial whenever L is a finite set of

odd integers. Alon and Shapira [12] asked if one can extend the above results by characterizing the sets of

integers L for which wL(ε) = poly(1/ε). Our next theorem solves all cases not handled by previous results.

Theorem 4.2.1. Let L = {`1, `2, . . .} be an infinite increasing sequence of odd integers. Then

wL(ε) = poly(1/ε) if and only if lim sup
j−→∞

log `j+1

log `j
<∞.

By the above theorem, as long as `j does not grow faster than 22j , one can get a polynomial bound on

wL(ε), while for any (significantly) faster-growing `j one cannot get such a bound.

Let us give another perspective on Theorem 4.2.1. As mentioned in Chapter 1, several prior works

[56, 8] have raised the problem of characterizing the hereditary properties P for which wP(ε) = poly(1/ε).

Since this problem seemed (and still seems) to be out of reach, the authors of [12] asked if one can at least

solve a (very) special case of this problem by characterizing the sets L for which wL(ε) = poly(1/ε). This

problem is resolved by Theorem 4.2.1.

4.3 Lower Bound on ex(n,Ck, C`) and ex(n, Pk, C`)

In this section we prove all lower bounds in Theorems 12 and 4.1.2 and Proposition 4.1.1. We start with

the following two claims, which handle the case where the forbidden cycle is not C4. For every ` 6= 4,

Claim 4.3.1 gives lower bounds on ex(n,Ck, C`) and ex(n, Pk, C`) which have the correct dependence on n.

To get the correct dependence on ` for `� k, we need Claim 4.3.2, which gives a general lower bound for

ex(n, T,H), but is only applicable when H (that is, C`) is somewhat larger than T (that is, Ck or Pk). To

prove the lower bound for all values of k and ` 6= 4, we need to combine these two claims, which is done in

Corollary 4.3.3. For a graph G, denote by α(G) the independence number of G.

Claim 4.3.1. For a pair of distinct k ≥ 3 and 4 6= ` ≥ 3 we have ex(n,Ck, C`) = Ωk

(
nbk/2c

)
. For k ≥ 2

and 4 6= ` ≥ 3 we have ex(n, Pk, C`) = Ωk

(
nd(k+1)/2e).

Proof. We start with the first part of the claim. Let I be a maximum independent set of the k-cycle

1, . . . , k. Replace each i ∈ I with a vertex-set of size m, where different vertices are replaced with disjoint
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sets and all of these sets are disjoint from [k] \ I. Edges of Ck are replaced with complete bipartite graphs.

In other words, we take a blowup of Ck in which vertices i ∈ [k] \ I are not blown up, while vertices i ∈ I
are blown up to size m. As |I| = α(Ck) = bk/2c, the resulting graph has n := bk/2c·m+dk/2e vertices and

m|I| = mbk/2c = Ωk

(
nbk/2c

)
copies of Ck. It is easy to check that this graph is C`-free by our assumptions

that ` 6= k and ` 6= 4.

We now prove the second part of the claim using a similar construction. Let I be a maximum indepen-

dent set of the path Pk on the vertices 1, . . . , k + 1. Replace each i ∈ I with a vertex-set of size m, where

different vertices are replaced with disjoint sets and all of these sets are disjoint from [k + 1] \ I. Edges

of Pk are replaced with complete bipartite graphs. As |I| = α(Pk) = d(k + 1)/2e, the resulting graph has

n := d(k + 1)/2e ·m+ b(k + 1)/2c vertices and m|I| = md(k+1)/2e = Ωk(n
d(k+1)/2e) copies of Pk. It is easy

to check that this graph is C`-free by our assumptions that ` 6= 4. �

Claim 4.3.2. Let T,H be graphs on t and h vertices, respectively, such that h − α(H) − 1 ≥ t − α(T ).

Then for every n ≥ h− α(H)− 1 + α(T ), it holds that ex(n, T,H) ≥ Ωt

(
(h− α(H))t−α(T )nα(T )

)
.

Proof. Suppose that V (T ) = {1, . . . , t} and let I be a maximum independent set of T . Let U1, . . . , Ut
be disjoint vertex-sets such that |U1|+ · · ·+ |Ut| = n and such that the following holds:

∑
i∈V (T )\I |Ui| =

h − α(H) − 1, these h − α(H) − 1 vertices are divided as equally as possible among the t − α(T ) sets

(Ui)i∈V (T )\I , and the n−h+α(H) + 1 vertices of
⋃
i∈I Ui are divided as equally as possible among (Ui)i∈I .

Then none of U1, . . . , Ut is empty by the assumptions of the claim. Define a graph G on U1 ∪ · · · ∪ Ut
by making (Ui, Uj) a complete bipartite graph if {i, j} ∈ E(T ), and an empty bipartite graph otherwise

(there are no edges inside the sets U1, . . . , Ut). Then G has Ωt

(
(h− α(H))t−α(T )nα(T )

)
copies of T . It

remains to show that G is H-free. Assume by contradiction that there is a copy of H in G. Then this copy

contains two adjacent vertices which are both in
⋃
i∈I Ui, since

∑
i∈V (T )\I |Ui| < h− α(H). But

⋃
i∈I Ui is

an independent set in G, as I is an independent set in T and G is a blowup of T , a contradiction. �

We are now ready to prove the lower bounds in the last two cases of Theorem 12 and in the second case

of Theorem 4.1.2. In other words, we handle all cases in which the forbidden cycle is not C4.

Corollary 4.3.3. For a pair of distinct k ≥ 3 and 4 6= ` ≥ 3 we have ex(n,Ck, C`) = Ωk

(
`dk/2enbk/2c

)
.

For k ≥ 2 and 4 6= ` ≥ 3 we have ex(n, Pk, C`) = Ωk(`
b(k+1)/2cnd(k+1)/2e).

Proof. Note that since our bound hides constants that depend on k, if ` < k + 3 then the assertion of

the corollary follows from Claim 4.3.1. So we may assume that ` ≥ k + 3, which implies that d`/2e ≥
dk/2e + 1. Under this assumption, Claim 4.3.2 is applicable to (T,H) = (Ck, C`), giving ex(n,Ck, C`) =

Ωk(`
dk/2enbk/2c), and to (T,H) = (Pk, C`), giving ex(n, Pk, C`) = Ωk(`

b(k+1)/2cnd(k+1)/2e). �

When excluding C4, a different construction is required. The construction we use is due to Erdős and

Rényi [48]. The case of ex(n,C3, C4) was handled (using the same construction) in [15]. Via the following

lemma, we get the lower bound in the first item of Theorem 12 and of Theorem 4.1.2.

Lemma 4.3.4. Let q be a prime power and set n = q2− 1. Then there is an n-vertex C4-free graph which

contains at least
(

1
2k − o(1)

)
n
k
2 copies of Ck for every 4 6= k ≥ 3, and at least

(
1
2 − o(1)

)
n
k
2

+1 copies of

Pk for every k ≥ 1. Here, the o(1) term is a function which depends on k and tends to 0 as n tends to

infinity. Hence, ex(n,Ck, C4) ≥
(

1
2k − o(1)

)
n
k
2 for every 4 6= k ≥ 3, and ex(n, Pk, C4) ≥

(
1
2 − o(1)

)
n
k
2

+1

for every k ≥ 1.
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Proof. The last part of the theorem is deduced from the first part as follows. It is known that for every

large enough x there is a prime in the interval [x− xθ, x] for an absolute constant θ ∈ [1
2 , 1), see e.g. [19].

Fixing a large enough n, let p be a prime in [x− xθ, x] for x = n1/2. Now take the construction from the

first part of the theorem on p2 − 1 vertices and add isolated vertices to get a graph on n vertices. This

graph gives the required lower bounds on ex(n,Ck, C4) and ex(n, Pk, C4).

From now on we assume that n = q2 − 1, where q is a prime power. Let F be the field with q elements.

The vertex set of G is F2 \ {(0, 0)} and a pair of vertices (a, b), (c, d) are adjacent if and only if ac+ bd = 1.

Note that (a, b) ∈ V (G) has a loop if and only if a2 + b2 = 1. The number of solutions to x2 + y2 = 1 is

at most 2q, since for every fixed x ∈ F there are at most 2 solutions for y. This implies that the number

of loops is at most 2q. Note that for every (a, b) ∈ V (G) there are q solutions (x, y) to ax+ by = 1. Thus,

the degree of every (a, b) ∈ V (G) is either q − 1 or q, depending on whether or not (a, b) has a loop. This

implies that for every k ≥ 1, G contains at least 1
2n(q − 1)(q − 2) . . . (q − k) =

(
1
2 − o(1)

)
n
k
2

+1 paths of

length k.

Observe that for every pair of vertices (a, b), (c, d) ∈ V (G), there is at most one solution to the system

ax + by = cx + dy = 1, implying that (a, b) and (c, d) have at most one common neighbour. This shows

that G is C4-free. To finish the proof, it remains to show that the number of k-cycles in G is as stated.

Since this was proved for k = 3 in [15], we may assume from now on that k ≥ 5.

Note that if (a, b), (c, d) ∈ V (G) are linearly independent and have no loops then they have a common

neighbor. Indeed, by linear independence there is a (unique) solution to the system ax+ by = cx+ dy = 1.

As (a, b) and (c, d) do not have loops, this solution is neither (a, b) nor (c, d), and hence it is a common

neighbour of (a, b) and (c, d). As the number of loops in G is at most 2q, the number of pairs of vertices

(a, b), (c, d) ∈ V (G) for which either (a, b) or (c, d) has a loop is at most 2qn. Furthermore, the number of

collinear pairs (a, b), (c, d) ∈ V (G) is (q−1)n
2 . Therefore, all but 2qn+ (q−1)n

2 ≤ 3nq of the pairs of vertices

are linearly independent and do not have loops, and hence have a common neighbor. We have thus proven

the following.

Fact 4.3.5. All but 3nq of the pairs of vertices in G have a common neighbor.

Note that for every t ≥ 2 and v1, vt+1 ∈ V (G), the number of paths of length t between v1 and vt+1

is at most qt−2. Indeed, consider a path v1, . . . , vt+1. Since the maximal degree in G is q, the number of

choices of v2, . . . , vt−1 is at most qt−2. Since vt is a common neighbour of vt−1 and vt+1, there is at most

one choice for vt given v2, . . . , vt−1.

A path is good if its endpoints have a common neighbour which is not on the path, and otherwise it is

bad. To complete the proof, it is enough to show that for every t ≥ 3, the number of bad paths of length t

is O(nqt−1). Indeed, we already proved that G contains at least
(

1
2 − o(1)

)
n
k
2 paths of length k− 2. Since

the number of bad paths of length k− 2 is O(nqk−3) = O
(
n
k−1

2

)
, the number of good paths of length k− 2

is at least
(

1
2 − o(1)

)
n
k
2 . A good path of length k − 2 can be made into a k-cycle by adding the (unique)

common neighbor of the endpoints of the path. Since every cycle contains k subpaths of length k − 2, the

lemma follows.

It thus remains to show that for every t ≥ 3, the number of bad paths of length t is O(nqt−1). There

are two types of bad paths: those whose endpoints do not have a common neighbor, and those whose

endpoints have a common neighbour which is on the path. First, by Fact 4.3.5, the number of pairs of

vertices u, v ∈ V (G) which do not have a common neighbor is at most 3nq. We proved that for each such
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u, v there are at most qt−2 paths of length t between u and v. Thus, there are at most O(nqt−1) paths of

length t whose endpoints do not have a common neighbor. Second, let u, v ∈ V (G) be vertices having a

common neighbor and let w be their unique common neighbor. The number of paths of length t from u to

v in which w is at distance i from u (and hence at distance t − i from v) is at most qt−3 if i ∈ {1, t − 1}
and at most qi−2qt−i−2 = qt−4 if 2 ≤ i ≤ t − 2. By summing over 1 ≤ i ≤ t − 1 we get that the number

of paths of length t from u to v which contain w is at most 2qt−3 + (t − 3)qt−4 = O(qt−3). Since the

number of choices for u, v is at most
(
n
2

)
, the total number of paths of length t that contain the common

neighbor of their endpoints is O(n2qt−3) = O(nqt−1). In conclusion, the number of bad paths is O(nqt−1),

as required. �

We end this section by proving the lower bound in Proposition 4.1.1.

Claim 4.3.6. For every ` ≥ 3 we have ex(n,C3, C2`) ≥ 1
2 · ex

(
2n
3 , {C4, C6, . . . , C2`}

)
.

Proof. We use an argument similar to the one used in [70]. Let G′ = (A ∪ B,E) be a maximum size
n
3 ×

n
3 bipartite graph with no C4, C6, . . . , C2`. Let G be the graph obtained from G′ by replacing every

vertex of A by an edge (and replacing edges of G′ by copies of K2,1). Then G has n vertices, and one

triangle per each edge of G′; so G contains e(G′) ≥ 1
2 · ex

(
2n
3 , {C4, C6, . . . , C2`}

)
triangles. Now assume by

contradiction that C is a copy of C2` in G. By contracting the edges of C inside A, we get a closed walk

C ′ in G′ of length at most 2`. For each a ∈ A, let a1 and a2 denote the two “copies” of a in G. If for every

a ∈ C ′ ∩A, only one of the copies of a is in C, then C ′ = C, in contradiction to the C2`-freeness of G′. So

there is some a ∈ A such that a1, a2 ∈ C. In the cycle C there are two paths between a1 and a2, and since

|C| = 2` ≥ 6, one of these paths must have length at least 3. Such a path has the form a1, b1, P, b2, a2 with

b1, b2 ∈ B distinct and with P being a path in G between b1 and b2 which does not go through a1 or a2.

Contracting the edges of P inside A gives a walk in G′ between b1 and b2 which does not go through a.

It follows that G′ contains a path P ′ between b1 and b2 avoiding a. Then a, b1, P
′, b2, a is a cycle in G′ of

length at most 2`, in contradiction to the choice of G′. �

4.4 Proof of Theorem 12: The Case ex(n,C2k+1, C2k+3)

In this section we give a tight upper bound for ex(n,C2k+1, C2k+3) when k ≥ 2. Let us introduce some

notation that we will use throughout this chapter. For a graph G and disjoint sets X,Y ⊆ V (G), we denote

by E(X,Y ) the set of edges with one endpoint in X and one endpoint in Y , and set e(X,Y ) = |E(X,Y )|.
For v ∈ V (G) and X ⊆ V (G), denote NX(v) = {x ∈ X : (v, x) ∈ E(G)}.

Let U1, . . . , Us be disjoint vertex sets in a graph. A (U1, . . . , Us)-path is a path u1, . . . , us with ui ∈ Ui.
Similarly, a (U1, . . . , Us)-cycle is a cycle u1, . . . , us, u1 with ui ∈ Ui. Let p(U1, . . . , Us) denote the number of

(U1, . . . , Us)-paths and let c(U1, . . . , Us) denote the number of (U1, . . . , Us)-cycles. We will frequently use a

simple averaging argument, given by the following claim. The statement of Claim 4.4.1 is about unlabeled

copies (as is the case throughout the chapter), but in its proof we will also consider labeled copies.

Claim 4.4.1. Let G be a graph. If for every partition V (G) = U1∪· · ·∪Uk it holds that c(U1, . . . , Uk) ≤ r,
then the number of copies of Ck in G is at most 1

2k
k−1r. Similarly, if for every partition V (G) = U1∪· · ·∪Uk

it holds that p(U1, . . . , Uk) ≤ r, then the number of copies of Pk−1 in G is at most 1
2k

kr.
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Proof. Let V (G) = U1 ∪ · · · ∪ Uk be a random partition, generated according to P[v ∈ Ui] = 1
k for each

v ∈ V (G) and 1 ≤ i ≤ k, independently. Observe that a labeled copy u1, . . . , uk of Pk−1 is a (U1, . . . , Uk)-

path (namely, satisfies ui ∈ Ui for every 1 ≤ i ≤ k) with probability k−k. Similarly, a labeled copy of Ck is

a (U1, . . . , Uk)-cycle with probability k−k. Since Pk−1 has 2 automorphisms and Ck has 2k automorphisms,

we have E [c(U1, . . . , Uk)] = #Ck(G) · 2k · k−k and E [p(U1, . . . , Uk)] = #Pk−1(G) · 2 · k−k, where #Ck(G)

(resp. #Pk−1(G)) denotes the number of unlabeled copies of Ck (resp. Pk−1) in G. Since these expectations

are not larger than r by assumption, the claim follows. �

In what follows, let us denote the vertices of C2k+1 (the (2k + 1)-cycle) by 1, . . . , 2k + 1, with edges

{1, 2}, . . . , {2k, 2k + 1}, {2k + 1, 1}. For a graph G, denote by I(G) the set of all non-empty independent

sets of G. We will need the following trivial (yet somewhat complicated to state) claim.

Claim 4.4.2. Let J be a non-empty independent set of C2k+1. Then there is I ∈ I(C2k+1) which contains

J and satisfies the following. Let i1, . . . , ir be the elements of I in the order they appear when traversing

the cycle 1, . . . , 2k + 1. Then for every 1 ≤ j ≤ r, ij and ij+1 are at distance either 2 or 3, namely

ij+1 − ij ≡ 2, 3 (mod 2k + 1), and if ij and ij+1 are at distance 3 then ij ∈ J or ij+1 ∈ J .

Proof. If |J | = 1, say without loss of generality J = {1}, then I = {2j − 1 : 1 ≤ j ≤ k} is easily seen

to satisfy the requirements of the claim. Assume then that |J | ≥ 2, and let j1, . . . , jr be the elements of

J , as they appear when traversing the (2k + 1)-cycle 1, . . . , 2k + 1. For each 1 ≤ i ≤ r, we greedily pick

an independent set Ii in the path connecting ji and ji+1, which contains both ji and ji+1, as follows. In

addition to ji and ji+1, we add to Ii the elements ji + 2, ji + 4, . . . until we reach ji+1 or ji+1 − 1. If

we reached ji+1, then the distance between every pair consecutive elements of Ii is 2, and if we reached

ji+1 − 1 then this true for all pairs except for ji+1 − 3, ji+1. It is now easy to see that I =
⋃r
i=1 Ii satisfies

the requirements of the claim. �

Lemma 4.4.3. For every k ≥ 2 it holds that ex(n,C2k+1, C2k+3) ≤ (2k + 1)2k22k+1nk.

Proof. Let G be an n-vertex C2k+3-free graph. By claim 4.4.1 it is sufficient to prove that for every

partition V (G) = U1 ∪ · · · ∪ U2k+1 we have c(U1, . . . , U2k+1) ≤ 22k+1nk. We will actually prove that

c(U1, . . . , U2k+1) ≤
∑

I∈I(C2k+1)

∏
i∈I
|Ui|. (4.2)

This will be sufficient, as C2k+1 has at most 22k+1 independent sets, and each of these sets contributes

at most nk to the above sum. Assume by contradiction that (4.2) is false. Let C denote the set of all

(U1, . . . , U2k+1)-cycles in G. We first show that there is C = (u1, . . . , u2k+1) ∈ C such that for every

I ∈ I(C2k+1) there is C ′ ∈ C \ {C} which contains {ui : i ∈ I}. We find C greedily as follows. As long as

there is C = (u1, . . . , u2k+1) ∈ C and I ∈ I(C2k+1) such that C is the only (U1, . . . , U2k+1)-cycle containing

{ui : i ∈ I}, we remove C from C, and we say that C was removed due to {ui : i ∈ I}. Fixing any

I ∈ I(C2k+1) and ui ∈ Ui for i ∈ I, observe that at most one cycle from C was removed due to {ui : i ∈ I}.
Thus, the overall number of cycles removed is not larger than the right-hand side of (4.2). Since by our

assumption (4.2) is false, there is a cycle C = (u1, . . . , u2k+1) ∈ C which had not been removed by the end of

the process. Then C satisfies our requirement. We fix such a C = (u1, . . . , u2k+1) for the rest of the proof.

Let J be the set of all 1 ≤ i ≤ 2k + 1 such that there is u′i ∈ Ui \ {ui} which is adjacent to ui−1

and ui+1. We claim that J is a non-empty independent set (of the (2k + 1)-cycle). To show that J is
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an independent set, assume by contradiction that there is 1 ≤ i ≤ 2k + 1 such that i, i + 1 ∈ J , and let

u′i ∈ Ui \{ui} and u′i+1 ∈ Ui+1 \{ui+1} be witnesses to i, i+1 ∈ J . Then u′i, ui+1, ui, u
′
i+1, ui+2, . . . , ui−1, u

′
i

is a (2k + 3)-cycle, a contradiction. We now show that J 6= ∅. Set I ′ = {2j : 2 ≤ j ≤ k} ∪ {1}
and I ′′ = {2j : 3 ≤ j ≤ k} ∪ {1, 3} and note that they are both independent sets. By our choice of

C = (u1, . . . , u2k+1), there is C ′ = (u′1, . . . , u
′
2k+1) ∈ C \ {C} which contains ui for every i ∈ I ′. Since

C ′ 6= C, one of the following holds: either u′i 6= ui for some i ∈ {2j + 1 : 2 ≤ j ≤ k}, implying that i ∈ J
and we are done, or (u′2, u

′
3) 6= (u2, u3). If u′2 = u2 or u′3 = u3 then 3 ∈ J or 2 ∈ J , respectively, and again

we are done. We deduce that u′2 6= u2 and u′3 6= u3. By repeating the same argument with respect to I ′′, we

get a cycle C ′′ = (u′′1, . . . , u
′′
2k+1) ∈ C \{C} such that either u′′i 6= ui for some i ∈ {2j+ 1 : 3 ≤ j ≤ k}∪{2},

implying that i ∈ J and we are done, or u′′4 6= u4 and u′′5 6= u5 (here we use the assumption that k ≥ 2 and

hence 2k + 1 ≥ 5). But now u1, u
′
2, u
′
3, u4, u3, u

′′
4, u
′′
5, u6, . . . , u2k+1, u1 is a (2k + 3)-cycle, a contradiction.

See the top drawing in Figure 4.1 for an illustration.

We thus proved that J is a non-empty independent set. Apply Claim 4.4.2 to J to get I ∈ I(C2k+1) with

the properties stated in the claim. By our choice of C = (u1, . . . , u2k+1), there is C ′ = (u′1, . . . , u
′
2k+1) ∈

C \ {C} which contains ui for every i ∈ I. Let i1, . . . , ir be the elements of I in the order they appear

when traversing the cycle 1, . . . , 2k + 1. Since C ′ 6= C, there is 1 ≤ j ≤ r such that (u′ij+1, . . . , u
′
ij+1−1) 6=

(uij+1, . . . , uij+1−1) 2. Assume without loss of generality that j = 1 and i1 = 2 (so in particular, 2 ∈ I). By

the guarantees of Claim 4.4.2, we have i2− i1 ≡ 2, 3 (mod 2k+ 1), so either i2 = 4 or i2 = 5. Assume first

that i2 = 4. Then u′3 6= u3, implying that 3 ∈ J , which is impossible as 2 ∈ I, J ⊆ I and I is an independent

set. Assume now that i2 = 5. If u′3 = u3 then u′4 6= u4 and so 4 ∈ J , which is again impossible as 5 ∈ I,

J ⊆ I and I is an independent set. So u′3 6= u3 and similarly u′4 6= u4. By the guarantees of Claim 4.4.2, we

have that either 2 ∈ J or 5 ∈ J , say without loss of generality that 2 ∈ J . Then by the definition of J , there

is u′′2 ∈ U2 \ {u2} adjacent to u1 and u3. But now u1, u
′′
2, u3, u2, u

′
3, u
′
4, u5, . . . , u2k+1, u1 is a (2k + 3)-cycle,

a contradiction. See the bottom drawing in Figure 4.1 for an illustration. This completes the proof. �
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u2
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U3

u4
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u5

U5

u′′2 u′3 u′4

Figure 4.1: Illustrations for the proof of Lemma 4.4.3

2Here subscripts are taken modulo 2k + 1, while double subscripts are taken modulo r.
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4.5 The Main Lemmas

In this section we establish the key lemmas to be used in the proofs of Theorems 12 and 4.1.2. We begin

by proving the following lemma and some corollaries thereof. These give upper bounds on the number of

paths (of a certain length) in certain types of graphs.

Lemma 4.5.1. Let s ≥ 2 and λ ≥ 1, let G be an n-vertex graph and let U1, . . . , Us ⊆ V (G) be pairwise-

disjoint sets such that e(U1, U2) ≤ λ(|U1|+ |U2|) and e(NUi+1(ui), Ui+2) ≤ λ(
∣∣NUi+1(ui)

∣∣+ |Ui+2|) for every

1 ≤ i ≤ s− 2 and ui ∈ Ui. Then

p(U1, . . . , Us) ≤

{
λ(s−1)/2n(s−3)/2 (|U1||Us|+ λn) s is odd,

λs/2ns/2−1(|U1|+ |Us|) s is even.

Proof. The proof is by induction on s. The base case s = 2 is given by our assumption that e(U1, U2) ≤
λ(|U1| + |U2|). Let then s ≥ 3. Note that for every u1 ∈ U1, the sets NU2(u1), U3, . . . , Us satisfy the

assumptions of the lemma, so we may apply the induction hypothesis to them. Suppose first that s is odd.

We have

p(U1, . . . , Us) =
∑
u1∈U1

p(NU2(u1), U3, . . . , Us) ≤
∑
u1∈U1

λ(s−1)/2n(s−3)/2(|NU2(u1)|+ |Us|)

= λ(s−1)/2n(s−3)/2 · (e(U1, U2) + |U1||Us|) ≤ λ(s−1)/2n(s−3)/2 · (λ(|U1|+ |U2|) + |U1||Us|)

≤ λ(s−1)/2n(s−3)/2 · (|U1||Us|+ λn),

where in the first inequality we used the induction hypothesis for s − 1, and in the second inequality we

used the assumption e(U1, U2) ≤ λ(|U1|+ |U2|). The induction step for even s is similar. Indeed,

p(U1, . . . , Us) =
∑
u1∈U1

p(NU2(u1), U3, . . . , Us) ≤
∑
u1∈U1

λ(s−2)/2n(s−4)/2(|NU2(u1)||Us|+ λn)

= λ(s−2)/2n(s−4)/2 · e(U1, U2) · |Us|+ λs/2ns/2−1 · |U1|

≤ λ(s−2)/2n(s−4)/2 · λ(|U1|+ |U2|) · |Us|+ λs/2ns/2−1 · |U1| ≤ λs/2ns/2−1 · (|U1|+ |Us|),

where in the first inequality we used the induction hypothesis for s − 1, in the second inequality we

used the assumption e(U1, U2) ≤ λ(|U1| + |U2|), and in the last inequality we used the trivial bound

|U1|+ |U2| ≤ n. �

We now derive two important corollaries of Lemma 4.5.1, stated as Lemmas 4.5.3 and 4.5.4. In their

proof we will use the following well-known theorem of Erdős and Gallai [46].

Theorem 4.5.2 ([46]). For every t ≥ 1 we have ex(n, Pt) ≤ t−1
2 n.

Lemma 4.5.3. Let 2 ≤ s < t be integers having the same parity, let G be an n-vertex graph and let

U1, . . . , Us ⊆ V (G) be pairwise-disjoint vertex-sets such that there is no path of length t−1 inside U1∪· · ·∪Us
between a vertex in U1 and a vertex in Us. Then3

p(U1, . . . , Us) ≤

{(
t−s
2

)(s−1)/2
n(s−3)/2

(
|U1||Us|+ t−s

2 n
)

s is odd,(
t−s
2

)s/2
ns/2−1 (|U1|+ |Us|) s is even.

3We will only use the case that s is even.
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Proof. We may and will assume that every edge in G is on some (U1, . . . , Us)-path (as deleting all other

edges does not change p(U1, . . . , Us)). It is sufficient to show that the conditions of Lemma 4.5.1 hold for

λ = t−s
2 ≥ 1. We prove the stronger statement that for every 1 ≤ i ≤ s − 1 and for every U ′i ⊆ Ui and

U ′i+1 ⊆ Ui+1, it holds that e(U ′i , U
′
i+1) ≤ t−s

2

(
|U ′i |+ |U ′i+1|

)
. If, by contradiction, this does not hold, then

by Theorem 4.5.2 there is a path P = v1, . . . , vt−s+2 of length t − s + 1 in the bipartite graph (U ′i , U
′
i+1).

Since t− s+ 1 is odd, we may assume without loss of generality that v1 ∈ U ′i and vt−s+2 ∈ U ′i+1. By our

assumption, the edge (v1, v2) is on some (U1, . . . , Us)-path, implying that there is a path P ′ ⊆ U1 ∪ · · · ∪Ui
between4 U1 and v1. Similarly, since the edge (vt−s+1, vt−s+2) is on some (U1, . . . , Us)-path, there is a path

P ′′ ⊆ Ui+1 ∪ · · · ∪ Us between vt−s+2 to Us. Then P ′PP ′′ is a path of length t− 1 between U1 and Us, in

contradiction to our assumption. �

Lemma 4.5.4. Let s, ` ≥ 2, let G be an n-vertex C2`-free graph, let {u0}, U1, . . . , Us ⊆ V (G) be pairwise-

disjoint vertex-sets, and suppose that u0 is adjacent to every vertex in U1. Then

p(U1, . . . , Us) ≤

{
(`− 1)(s−1)/2n(s−3)/2 (|U1||Us|+ (`− 1)n) s is odd,

(`− 1)s/2ns/2−1(|U1|+ |Us|) s is even.

Proof. It is sufficient to show that the conditions of Lemma 4.5.1 hold with λ = `− 1 ≥ 1. If e(U1, U2) >

(`− 1)(|U1|+ |U2|) then by Theorem 4.5.2, there is a path of length 2`− 1 in the bipartite graph (U1, U2).

This path contains a subpath of length 2`−2 with both endpoints in U1, which closes a 2`-cycle with u0, in

contradiction to the assumption of the lemma. Similarly, if e(NUi+1(ui), Ui+2) > (`−1)(
∣∣NUi+1(ui)

∣∣+|Ui+2|)
for some 1 ≤ i ≤ s− 2 and ui ∈ Ui, then by Theorem 4.5.2 there is a path of length 2`− 1 in the bipartite

graph with sides NUi+1(ui) and Ui+2. This path contains a subpath of length 2`− 2 with both endpoints

in NUi+1(ui), which closes a 2`-cycle with ui, in contradiction to the assumption of the lemma. �

The construction in Claim 4.3.1 shows that the bounds in the above two lemmas, as well as in Lemma

4.5.1, are tight (up to the multiplicative constants depending on the parameters λ, s, t, `).

The rest of this section is devoted to proving the following key lemma, which will play a central role in

the proofs of Theorems 12 and 4.1.2.

Lemma 4.5.5. Let ` ≥ 3, let G be an n-vertex graph, let X,Y, Z,W ⊆ V (G) be pairwise-disjoint vertex-

sets and assume that the bipartite graphs (X,Y ), (Y,Z) and (Z,W ) are C2`-free. Then there are subsets

Y ′ ⊆ Y and Z ′ ⊆ Z such that

1. e(Y ′, X), e(Y ′, Z), e(Z ′, Y ), e(Z ′,W ) = O(`n).

2. p(X,Y \ Y ′, Z \ Z ′,W ) = O(`2n2).

At the end of this section, we explain why the sets Y ′ and Z ′ in the statement of Lemma 4.5.5 are

required, and why Lemma 4.5.5 is false for ` = 2. The falsity of Lemma 4.5.5 for ` = 2 is the reason we

need a separate proof for the case ex(n,C2k+1, C2k+3) (such a proof is given in Section 4.4).

For the proof of Lemma 4.5.5, we will need an upper bound on Zarankiewicz numbers for even cycles,

proved by Naor and Verstraëte [87]. For integers n,m ≥ 1 and ` ≥ 2, let z(n,m,C2`) denote the maximal

number of edges in a C2`-free bipartite graph with sides of size n and m.

4It might be the case that v1 ∈ U1 (if i = 1), in which case P ′ has no edges.
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Theorem 4.5.6 ([87]). For m ≤ n it holds that

z(n,m,C2`) ≤

{
(2`− 3)

(
(nm)1/2+1/(2`) + 2n

)
` is odd,

(2`− 3)
(
n1/2m1/2+1/` + 2n

)
` is even.

The following lemma is an easy corollary of Theorem 4.5.6.

Lemma 4.5.7. Let ` ≥ 2, let G be an n-vertex graph and let X,Y ⊆ V (G) be disjoint sets such that the

bipartite graph (X,Y ) is C2`-free. Let Y ′ be the set of all y ∈ Y which have at least d neighbours in X. Then

|Y ′| ≤


max{(6`/d)2`/(`−1)n(`+1)/(`−1), 6`n/d} ` is odd,

max{(6`/d)2`/(`−2)n`/(`−2), 6`n/d} ` is even and ` ≥ 4,

2n/(d− n1/2) ` = 2 and d > n1/2.

Proof. Note that

d|Y ′| ≤ e(Y ′, X) ≤ z(n, |Y ′|, C2`). (4.3)

Suppose first that ` is odd. We apply Theorem 4.5.6 with parameter m = |Y ′|. If (|Y ′|n)1/2+1/(2`) ≥ n

then Theorem 4.5.6 gives z(n, |Y ′|, C2`) ≤ 6`(|Y ′|n)1/2+1/(2`), and if (|Y ′|n)1/2+1/(2`) ≤ n then Theorem

4.5.6 gives z(n, |Y ′|, C2`) ≤ 6`n. By combining these inequalities with (4.3) we get that either |Y ′| ≤
(6`/d)2`/(`−1)n(`+1)/(`−1) or |Y ′| ≤ 6`n/d, as required.

Suppose now that ` is even and ` ≥ 4. By Theorem 4.5.6, we have z(n, |Y ′|, C2`) ≤ 6`n1/2|Y ′|1/2+1/` if

n1/2|Y ′|1/2+1/` ≥ n and z(n, |Y ′|, C2`) ≤ 6`n otherwise. By combining these inequalities with (4.3) we get

that either |Y ′| ≤ (6`/d)2`/(`−2)n`/(`−2) or |Y ′| ≤ 6`n/d, as required.

Finally, suppose that ` = 2 and that d > n1/2. Theorem 4.5.6 gives z(n, |Y ′|, C4) ≤ n1/2|Y ′| + 2n. By

combining this with (4.3) we get that |Y ′| ≤ 2n/(d− n1/2), as required. �

We are now ready to prove Lemma 4.5.5.

Proof of Lemma 4.5.5. We start by considering the case of even ` ≥ 4. Define the sets

Y ′ = {y ∈ Y : |NX(y)| ≥ `n2/(`+2)} and Z ′ = {z ∈ Z : |NW (z)| ≥ `n2/(`+2)}. Apply Lemma 4.5.7

with d = `n2/(`+2) to get |Y ′|, |Z ′| ≤ O(n`/(`+2)). By plugging these bounds into Theorem 4.5.6, one can

check that e(Y ′, X), e(Y ′, Z), e(Z ′, Y ), e(Z ′,W ) ≤ z(n,O(n`/(`+2)), C2`) = O(`n). Next, note that by the

definitions of Y ′ and Z ′ we have

p(X,Y \ Y ′, Z \ Z ′,W ) < e(Y \ Y ′, Z \ Z ′) · `n2/(`+2) · `n2/(`+2)

≤ z(n, n,C2`) · `2n4/(`+2) ≤ O(`3n1+1/`+4/(`+2)),

where in the last inequality we used Theorem 4.5.6. So if `3n1+1/`+4/(`+2) ≤ `2n2 then we get the required

bound p(X,Y \ Y ′, Z \ Z ′,W ) = O(`2n2), and the proof is complete (for even `). Otherwise, we have

`3n1+1/`+4/(`+2) > `2n2 and hence n < ``(`+2)/(`2−3`−2) = ` · `(5`+2)/(`2−3`−2) ≤ O(`). Since p(X,Y, Z,W ) ≤
n4, we have p(X,Y, Z,W ) ≤ n4 = O(`2n2), and again we are done.

We now consider the case of odd ` ≥ 3. We define Y ′ = {y ∈ Y : |NX(y)| ≥ `n2/(`+1)} and

Z ′ = {z ∈ Z : |NW (z)| ≥ `n2/(`+1)}. Similarly to the previous case, we apply Lemma 4.5.7 with

d = `n2/(`+1) to obtain |Y ′|, |Z ′| ≤ O(n(`−1)/(`+1)). We then plug these bounds into Theorem 4.5.6
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to get e(Y ′, X), e(Y ′, Z), e(Z ′, Y ), e(Z ′,W ) ≤ z(n,O(n(`−1)/(`+1)), C2`) = O(`n). It remains to bound

p(X,Y \ Y ′, Z \ Z ′,W ). Assume first that ` ≥ 5. By the definitions of Y ′ and Z ′ we have

p(X,Y \ Y ′, Z \ Z ′,W ) < e(Y \ Y ′, Z \ Z ′) · `n2/(`+1) · `n2/(`+1)

≤ z(n, n,C2`) · `2n4/(`+1) ≤ O(`3n1+1/`+4/(`+1)),

where in the last inequality we used Theorem 4.5.6. If `3n1+1/`+4/(`+1) ≤ `2n2 then by the above we

have p(X,Y \ Y ′, Z \ Z ′,W ) = O(`2n2), as required. Otherwise, we have `3n1+1/`+4/(`+1) > `2n2 and

hence n < ``(`+1)/(`2−4`−1) = ` · `(5`+1)/(`2−4`−1) = O(`) (here we use the assumption ` ≥ 5). But then

p(X,Y, Z,W ) ≤ n4 = O(`2n2), and again we are done.

Thus, it remains to show that p(X,Y \ Y ′, Z \ Z ′,W ) = O(n2) when ` = 3. Recall that in this

case we defined Y ′ = {y ∈ Y : |NX(y)| ≥ 3n1/2} and similarly Z ′ = {z ∈ Z : |NW (z)| ≥ 3n1/2}.
We need some additional definitions. Define Ylow = {y ∈ Y : |NX(y)| < n1/3} and similarly Zlow =

{z ∈ Z : |NW (z)| < n1/3}. Define I = {i : 1
2n

1/3 ≤ 2i < 3n1/2}, and for each i ∈ I set Yi ={
y ∈ Y : 2i ≤ |NX(y)| < 2i+1

}
and Zi =

{
z ∈ Z : 2i ≤ |NW (z)| < 2i+1

}
. It is immediate from these defi-

nitions that Y \ Y ′ ⊆ Ylow ∪
⋃
i∈I Yi and similarly Z \ Z ′ ⊆ Zlow ∪

⋃
i∈I Zi. Note that

p(X,Ylow, Zlow,W ) < e(Ylow, Zlow) · n1/3 · n1/3 ≤ z(n, n,C6) · n2/3 ≤ O(n2),

where in the last inequality we used Theorem 4.5.6. Hence, in order to finish the proof we need to bound

p(X,
⋃
i∈I Yi, Zlow,W ), p(X,Ylow,

⋃
i∈I Zi,W ) and p(X,

⋃
i∈I Yi,

⋃
i∈I Zi,W ). We start with the first two

terms. Fix any i ∈ I. By Lemma 4.5.7 with d = 2i, we have |Yi| ≤ max{183 · 2−3i · n2, 18 · 2−i · n} =

O(2−3i · n2), where we used the fact that 9 · 2−3in2 > 2−in, which follows from 2i < 3n1/2. So we get

e(Yi, Zlow) ≤ z(|Yi|, n, C6) ≤ 3 ·
(

(|Yi|n)2/3 + 2n
)
≤ 3 ·

(
O(n22−2i) + 2n

)
≤ O(n2 · 2−2i),

where in the second inequality we used Theorem 4.5.6, and in the last inequality we used n2 · 2−2i > n/9

which follows from 2i < 3n1/2. Now we have

p(X,
⋃
Yi, Zlow,W ) =

∑
i∈I

p(X,Yi, Zlow,W ) <
∑
i∈I

e(Yi, Zlow) · 2i+1 · n1/3 ≤
∑
i∈I

O(n2 · 2−2i) · 2i+1 · n1/3

= O(n7/3) ·
∑
i∈I

2−i ≤ O(n7/3) ·
∑

i: 2i≥ 1
2
n1/3

2−i = O(n7/3) ·O(n−1/3) = O(n2),

where in the first inequality we used the definitions of Zlow and Yi, and in the last inequality we used the

definition of I. The bound p(X,Ylow,
⋃
Zi,W ) = O(n2) is proved similarly.

Finally, we bound p(X,
⋃
Yi,
⋃
Zi,W ). To this end, fix any i, j ∈ I. We showed above that |Yi| ≤

O(n2 · 2−3i). By the same argument we get |Zj | ≤ O(n2 · 2−3j). Thus we have

e(Yi, Zj) ≤ z(|Yi|, |Zj |, C6) ≤ 3 ·
(

(|Yi||Zj |)2/3 + |Yi|+ |Zj |
)

≤ O(n8/3) · 2−2i · 2−2j +O(n2) · (2−3i + 2−3j) ≤ O(n8/3) · 2−2i · 2−2j ,

where in the second inequality we used Theorem 4.5.6, and in the last inequality we used the fact that

18n8/3 · 2−2i · 2−2j ≥ max{n22−3i, n22−3j}, which follows from 1
2n

1/3 ≤ 2i, 2j < 3n1/2. Now we get

p(X,
⋃
Yi,
⋃
Zi,W ) =

∑
i,j∈I

p(X,Yi, Zj ,W ) ≤
∑
i,j∈I

e(Yi, Zj) · 2i+1 · 2j+1
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≤
∑
i,j∈I

O(n8/3) · 2−2i · 2−2j · 2i+1 · 2j+1 = O(n8/3) ·
∑
i,j∈I

2−i · 2−j

≤ O(n8/3) ·
∑

2i,2j≥ 1
2
n1/3

2−i · 2−j = O(n8/3) ·O(n−2/3) = O(n2),

where in the first inequality we used the definitions of Yi and Zj , and in the last inequality we used the

definition of I. This completes the proof. �

Let us explain why the sets Y ′ and Z ′ in Lemma 4.5.5 are required, (namely, that the statement

p(X,Y, Z,W ) = O`(n
2) is generally false). Note that by Theorem 4.5.6, the average degree between the

four sets in Lemma 4.5.5 is O(n1/3). One might thus guess that p(X,Y, Z,W ) = O(n · (n1/3)3) = O(n2).

To see that this is not the case, we can take Y to be a single vertex connected to all the vertices of X and

Z, distribute all other vertices equally among X, Z and W , and take the bipartite graph between Z,W

to be an extremal graph with no C2`. Although this example satisfies p(X,Y, Z,W ) � n2, by removing

the single vertex of Y we can make sure that p(X,Y, Z,W ) = O(n2). This is precisely what Lemma 4.5.5

states. What we see in the proof of Theorem 4.1.2 is that if one assumes that the entire graph is C2`-free

(and not just the 3 bipartite graphs between the 4 sets) then one no longer needs to remove vertices in

order to guarantee that p(X,Y, Z,W ) = O`(n
2).

Let us note that Lemma 4.5.5 does not hold for ` = 2. Indeed, in the proof of Lemma 4.3.4 we construct

an n-vertex C4-free graph, in which every vertex has degree Θ(n1/2) and lies on Θ(n3/2) paths of length 3.

Taking a random vertex partition of this graph into four sets X,Y, Z,W , we see that with high probability,

every vertex y ∈ Y (resp. z ∈ Z) has Θ(n1/2) neighbors in X (resp. W ), and every vertex in the graph

lies on Θ(n3/2) (X,Y, Z,W )-paths. Suppose now, by contradiction, that the assertion of Lemma 4.5.5

holds for the sets X,Y, Z,W . Since every y ∈ Y has Θ(n1/2) neighbors in X, and since e(Y ′, X) = O(n),

we must have |Y ′| = O(n1/2). Similarly, |Z ′| = O(n1/2). As every vertex lies on Θ(n3/2) (X,Y, Z,W )-

paths, we have p(X,Y, Z,W ) = Θ(n5/2) and p(X,Y ′, Z,W ), p(X,Y, Z ′,W ) = O(n2). But this implies that

p(X,Y \ Y ′, Z \ Z ′,W ) = Θ(n5/2), in contradiction to the statement of Lemma 4.5.5.

4.6 Proof of Theorem 4.1.2 and Proposition 4.1.1

Here we prove Theorem 4.1.2 and Proposition 4.1.1. For Theorem 4.1.2 we will need the following lemma.

Lemma 4.6.1. Let ` ≥ 2 and let G be an n-vertex C2`-free graph. Then every v ∈ V (G) is the endpoint

of less than 4(`− 1)n paths of length 2.

Proof. Let v ∈ V (G) and assume, by contradiction, that v is the endpoint of r ≥ 4(`−1)n paths of length

2. Let V (G) \ {v} = V1 ∪ V2 be a random partition, obtained by putting each u ∈ V (G) \ {v} in one of

the sets V1, V2 with probability 1
2 , independently. Since E [p(v, V1, V2)] = 1

4r, there is a choice of V1, V2 for

which e(NV1(v), V2) = p(v, V1, V2) ≥ 1
4r ≥ (`− 1)n > (`− 1) (|NV1(v)|+ |V2|). This stands in contradiction

to Lemma 4.5.4, applied with s = 2, u0 = v, U1 = NV1(v), U2 = V2. �

Next, let us recall the famous Even Cycle Theorem of Bondy and Simonovits:

Theorem 4.6.2 ([25]). For every ` ≥ 2 we have ex(n,C2`) ≤ O(`n1+1/`).
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We note that the multiplicative constant in the above theorem was improved upon by Pikhurko [88]

and Bukh and Jiang [28] (see also the survey [114]). We are now in a position to prove Theorem 4.1.2.

Proof of Theorem 4.1.2. The lower bounds were proved in Section 4.3: the lower bound for ` = 2 is

given by Lemma 4.3.4, and the lower bound for ` ≥ 3 is given by Corollary 4.3.3. Thus, it remains to prove

the upper bounds. We prove both cases simultaneously by induction on k. The base cases are k = 2, 3.

For k = 2, Lemma 4.6.1 implies that ex(n, P2, C2`) = O(`n2), as required.

Suppose now that k = 3. We first handle the case ` ≥ 3. By Claim 4.4.1, it is enough to show that

p(X,Y, Z,W ) ≤ O(`2n2) for every vertex-partition X ∪ Y ∪ Z ∪W of an n-vertex C2`-free graph. Let

Y ′ ⊆ Y and Z ′ ⊆ Z be as in Lemma 4.5.5. In light of Item 2 in Lemma 4.5.5, it is enough to prove

that p(X,Y ′, Z,W ) = O(`2n2) and p(X,Y, Z ′,W ) = O(`2n2). Fix any y ∈ Y ′. By Lemma 4.6.1, we have

p(y, Z,W ) = O(`n), and hence p(X, y, Z,W ) ≤ O(`n) · |NX(y)|. By summing over all y ∈ Y ′ and using

the guarantees of Lemma 4.5.5, we get

p(X,Y ′, Z,W ) =
∑
y∈Y ′

p(X, y, Z,W ) ≤ O(`n) ·
∑
y∈Y ′
|NX(y)| = O(`n) · e(Y ′, X) ≤ O(`2n2).

The bound p(X,Y, Z ′,W ) = O(`2n2) is proven similarly.

Now we handle the case ` = 2. Let G be an n-vertex C4-free graph. Observe that the number of paths

of length 3 in a graph G is at most
∑

v∈V (G) #P1(v) ·#P2(v), where #Pi(v) is the number of paths of

length i having v as an endpoint (so #P1(v) is just the degree of v). By combining Lemma 4.6.1 with

Theorem 4.6.2, we get that
∑

v∈V (G) #P1(v) ·#P2(v) ≤ O(n) · 2e(G) ≤ O(n5/2), as required.

Let now k ≥ 4. Let G be an n-vertex C2`-free graph, and observe that the number of paths of length k

in G is at most∑
v∈V (G)

#Pk−2(v) ·#P2(v) ≤ O(`n)
∑

v∈V (G)

#Pk−2(v) ≤ O(`n) · ex(n, Pk−2, C2`),

where in the first inequality we used Lemma 4.6.1. Thus, ex(n, Pk, C2`) ≤ O(`n) · ex(n, Pk−2, C2`). It is

now easy to see that the theorem follows by induction on k, with the base cases k = 2, 3. �

Proof of Proposition 4.1.1. We start with the lower bound. For ` ≥ 3, this is the statement of Claim

4.3.6. For ` = 2, we get it from Lemma 4.3.4 and the well-known fact that ex(n,C4) = O(n3/2) (which

follows from Theorem 4.6.2). For the upper bound, let G be an n-vertex C2`-free graph, and observe that

for every v ∈ V (G), the neighborhood of v does not contain a path of length 2` − 2; indeed, such a path

would close a copy of C2` with v. By Theorem 4.5.2 we have e(N(v)) ≤ 2`−3
2 · |N(v)|. On the other hand,

the number of triangles containing v is exactly e(N(v)), so the number of triangles in G is

1

3

∑
v∈V (G)

e(N(v)) ≤ 2`− 3

6

∑
v∈V (G)

|N(v)| = 2`− 3

3
· e(G) ≤ 2`− 3

3
· ex(n,C2`),

thus completing the proof. �
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4.7 Proof of Theorem 12: All Other Cases

In this section we prove the upper bounds for all cases in Theorem 12, except for the case of two consecutive

odd integers which was handled in Section 4.4. The lower bounds have already been proven in Section 4.3.

We begin by deriving the following corollary of Lemmas 4.5.3 and 4.5.4.

Lemma 4.7.1. Let k, ` ≥ 2, let G be an n-vertex graph and assume either that G is C2`-free or that G is

C2`+1-free and ` > k. Then for every partition V (G) = V1 ∪ · · · ∪ V2k+1 we have

c(V1, . . . , V2k+1) ≤ `k−1nk−2 · [p(V1, V2, V3, V4) + p(V2k+1, V1, V2, V3)] .

Proof. Fix any (V1, V2, V3)-path v1, v2, v3. We claim that

p
(
NV4(v3), V5, . . . , V2k, NV2k+1

(v1)
)
≤ `k−1nk−2 ·

(
|NV4(v3)|+ |NV2k+1

(v1)|
)
. (4.4)

Indeed, if G is C2`-free then (4.4) follows from Lemma 4.5.4, applied with s = 2k− 2, u0 = v3 and the sets

NV4(v3), V5, . . . , V2k, NV2k+1
(v1) as U1, . . . , Us. If G is C2`+1-free and ` > k then there is no path of length

2`− 3 inside V4 ∪ · · · ∪ V2k+1 between NV4(v3) and NV2k+1
(v1), as such a path would close a (2`+ 1)-cycle

with the path v1v2v3. So (4.4) follows from Lemma 4.5.3 with parameters s = 2k − 2 and t = 2`− 2. By

summing (4.4) over all (V1, V2, V3)-paths we get

c(V1, . . . , V2k+1) =
∑

v1,v2,v3

c(v1, v2, v3, V4, . . . , V2k+1) =
∑

v1,v2,v3

p(NV4(v3), V5, . . . , V2k, NV2k+1
(v1))

≤ `k−1nk−2 ·
∑

v1,v2,v3

(
|NV4(v3)|+ |NV2k+1

(v1)|
)

= `k−1nk−2 · [p(V1, V2, V3, V4) + p(V2k+1, V1, V2, V3)] ,

thus completing the proof. �

The proof of (the upper bounds in) Theorem 12 is split into several parts: Lemma 4.7.2 handles the

case that both cycle lengths are even; Lemma 4.7.3 handles the case where the forbidden cycle is even and

the cycle whose number of copies is maximized is odd; finally, Lemma 4.7.4 handles the case where the

cycle lengths are non-consecutive odd integers. For convenience, we rephrase each of the cases, denoting

the cycle lengths by 2k or 2k + 1 and 2` or 2`+ 1 (rather than k and `).

Lemma 4.7.2. For every k, ` ≥ 2 we have ex(n,C2k, C2`) = Ok(`
knk).

Proof. Let G be an n-vertex C2`-free graph. By Claim 4.4.1, it is enough to prove that c(V1, . . . , V2k) =

O(`knk) for every partition V (G) = V1 ∪ · · · ∪ V2k. Consider one such partition. Fixing v1 ∈ V1, we apply

Lemma 4.5.4 with s = 2k − 1, u0 = v1 and the sets NV2(v1), V3, . . . , V2k−1, NV2k
(v1) as U1, . . . , Us, to get

c(v1, V2, . . . , V2k) = p(NV2(v1), V3, . . . , V2k−1, NV2k
(v1)) ≤ `k−1nk−2 · (|NV2(v1)| · |NV2k

(v1)|+ `n) .

By summing over all v1 ∈ V1, we get

c(V1, . . . , V2k) =
∑
v1∈V1

c(v1, V2, . . . , V2k) ≤ `k−1nk−2 ·
∑
v1∈V1

|NV2(v1)| · |NV2k
(v1)|+ `knk−1 · |V1|

= `k−1nk−2 · p(V2k, V1, V2) + `knk−1 · |V1| = O(`knk),

where in the last inequality we used Theorem 4.1.2, which gives p(V2k, V1, V2) = O(`n2). �
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Lemma 4.7.3. For every k ≥ 2 we have

ex(n,C2k+1, C2`) ≤

{
Ok(n

k+1/2) ` = 2,

Ok(`
k+1nk) ` ≥ 3.

Proof. We start with the case ` ≥ 3. Let G be an n-vertex C2`-free graph. By Claim 4.4.1, it is enough to

prove that for every partition V (G) = V1 ∪ · · · ∪V2k+1 we have c(V1, . . . , V2k+1) = O(`k+1nk). By Theorem

4.1.2 we have p(V2k+1, V1, V2, V3), p(V1, V2, V3, V4) ≤ O(`2n2). Plugging these estimates into Lemma 4.7.1

gives c(V1, . . . , V2k+1) = O(`k+1nk), as required.

The proof for the case ` = 2 is similar. As in the previous case, we consider a partition V (G) =

V1 ∪ · · · ∪ V2k+1 of an n-vertex C4-free graph. The only difference is that for ` = 2, Theorem 4.1.2 gives

p(V2k+1, V1, V2, V3), p(V1, V2, V3, V4) = O(n5/2). Plugging this into Lemma 4.7.1 gives the required bound

c(V1, . . . , V2k+1) = Ok(n
k+1/2). �

Lemma 4.7.4. For every 2 ≤ k < `− 1 we have ex(n,C2k+1, C2`+1) = O((2k + 1)2k`k+1nk).

Proof. Let G be an n-vertex C2`+1-free graph. In light of Claim 4.4.1, we need to prove only that

c(V1, . . . , V2k+1) ≤ O(`k+1nk) for every partition V (G) = V1 ∪ · · · ∪V2k+1. Fix one such partition. We may

and will assume that for every 1 ≤ i ≤ 2k+1, every edge in E(Vi, Vi+1) is on some (V1, . . . , V2k+1)-cycle. We

claim that the bipartite graph (Vi, Vi+1) is C2`−2k+2-free for every 1 ≤ i ≤ 2k+1 (with indices taken modulo

2k + 1). Assume by contradiction that there is a (2` − 2k + 2)-cycle C in the bipartite graph (Vi, Vi+1),

and let e ∈ E(Vi, Vi+1) be an arbitrary edge of C. By our assumption, there is a (V1, . . . , V2k+1)-cycle C ′

containing e. But now C ∪ C ′ \ {e} is a (2`+ 1)-cycle, a contradiction.

In light of the above, we may apply Lemma 4.5.5 to (V2k+1, V1, V2, V3) with ` − k + 1 ≥ 3 in place

of ` and thus obtain subsets V ′1 ⊆ V1, V ′2 ⊆ V2 satisfying e(V ′1 , V2k+1), e(V ′1 , V2), e(V ′2 , V1), e(V ′2 , V3) =

O(`n) and p(V2k+1, V1 \ V ′1 , V2 \ V ′2 , V3) = O(`2n2). Similarly, applying Lemma 4.5.5 to V1, V2, V3, V4

gives subsets V ′′2 ⊆ V2 and V ′′3 ⊆ V3 such that e(V ′′2 , V1), e(V ′′2 , V3), e(V ′′3 , V2), e(V ′′3 , V4) = O(`n) and

p(V1, V2\V ′′2 , V3\V ′′3 , V4) = O(`2n2). Setting W1 = V1\V ′1 , W2 = V2\(V ′2∪V ′′2 ) and W3 = V3\V ′′3 , we see that

c(V1, . . . , V2k+1) ≤ c(W1,W2,W3, V4, . . . , V2k+1) + c(V ′1 , V2, . . . , V2k+1)+

c(V1, V
′

2 , V3, . . . , V2k+1) + c(V1, V
′′

2 , V3, . . . , V2k+1) + c(V1, V2, V
′′

3 , V4, . . . , V2k+1).
(4.5)

By our choice of V ′1 , V
′

2 , V
′′

2 , V
′′

3 via Lemma 4.5.5 and by the definition of the sets W1,W2,W3, we have

p(V2k+1,W1,W2,W3) = O(`2n2) and p(W1,W2,W3, V4) = O(`2n2). Plugging these bounds into Lemma

4.7.1 gives

c(W1,W2,W3, V4, . . . , V2k+1) ≤ `k−1nk−2 ·O(`2n2) ≤ O(`k+1nk).

It remains to bound the other four terms in (4.5). Consider the first term. Fixing any v1 ∈ V ′1 , note

that there is no path of length 2` − 1 in V2 ∪ · · · ∪ V2k+1 between NV2(v1) and NV2k+1
(v1), as such a

path would close a (2` + 1)-cycle with v1. Thus, we may apply Lemma 4.5.3 with s = 2k, t = 2` and

NV2(v1), V3, . . . , V2k, NV2k+1
(v1) as U1, . . . , Us, to get

c(v1, V2, . . . , V2k+1) = p(NV2(v1), V3, . . . , V2k, NV2k+1
(v1)) ≤ `knk−1

(
|NV2(v1)|+ |NV2k+1

(v1)|
)
.

By summing this over all v1 ∈ V ′1 we obtain

c(V ′1 , V2, . . . , V2k+1) =
∑
v1∈V ′1

c(v1, V2, . . . , V2k+1) ≤ `knk−1 ·
∑
v1∈V ′1

(
|NV2(v1)|+ |NV2k+1

(v1)|
)
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= `knk−1 ·
(
e(V ′1 , V2) + e(V ′1 , V2k+1)

)
≤ O(`k+1nk),

where the last equality relies on the guarantees of Lemma 4.5.5. The remaining three terms in (4.5) are

shown to be O(`k+1nk) in the same manner. This completes the proof. �

Having proven Theorem 12, we summarize our upper bounds on ex(n,C2k+1, C2`+1) in Lemma 4.7.5

below. This lemma will then be used in Section 4.8.

Lemma 4.7.5. There is an absolute constant c such that for every 1 ≤ k < ` we have the following.

ex(n,C2k+1, C2`+1) ≤

{
c`2n1+1/` k = 1,

c(2k + 1)2k(2`+ 1)k+1nk k ≥ 2.

Proof. The case k = 1 follows immediately by combining (4.1) with Theorem 4.6.2. As for the case

k ≥ 2, recall that by Lemma 4.7.4 we have ex(n,C2k+1, C2`+1) ≤ O((2k + 1)2k(2` + 1)k+1nk) for every

2 ≤ k < `− 1. In light of Lemma 4.4.3, this bound holds for ` = k+ 1 as well (as 2`+ 1 = 2k+ 3 > 4). �

4.8 Proof of Theorems 10, 11 and 4.2.1

Recall that for a set L of positive integers, we denote by PL the property of being L-free, that is, of being

C`-free for every ` ∈ L. We also put wL(ε) := wPL(ε). In this section we will assume L to be an infinite

set consisting only of odd integers. In what follows, c, c′, c′′, c1, c2, . . . are absolute constants which are

implicitly assumed to be large enough.

The following theorem is a special case of the main result of Alon, de la Vega, Kannan and Karpinski

[4]. For a graph G, denote by maxcut(G) the largest size of a cut in G.

Theorem 4.8.1 ([4]). For every ε ∈ (0, 1), for every n-vertex graph G and for every q ≥ cε−4 log(1/ε), a

uniformly chosen set Q ∈
(
V (G)
q

)
satisfies

∣∣∣maxcut(G)
n2 − maxcut(G[Q])

q2

∣∣∣ < ε with probability at least 5
6 .

We now use Theorem 4.8.1 to derive the following lemma.

Lemma 4.8.2. For every ε ∈ (0, 1) and for every graph G which is ε-far from bipartiteness, it holds that

with probability at least 2
3 , a random induced subgraph of G of order cε−5 is ε

2 -far from bipartiteness.

Proof. Let G be a graph which is ε-far from bipartiteness. Then clearly

maxcut(G) ≤ e(G)− εn2 =

(
e(G)

n2
− ε
)
n2.

Set q = cε−5 and let Q ∈
(
V (G)
q

)
be chosen uniformly at random. Then with probability at least 5

6 we

have maxcut(G[Q]) ≤ ( e(G)
n2 − 3ε

4 )q2, where we applied Theorem 4.8.1 with ε
4 in place of ε. By a standard

second-moment-method argument one can easily show that a randomly chosen induced subgraph of order

at least cε−2 has the same edge density as G, up to an additive error of ε. Thus, (by applying this argument

with ε/4 in place of ε), the inequality ∣∣∣∣e(G)

n2
− e(G[Q])

q2

∣∣∣∣ < ε

4
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holds with probability at least 5
6 . Thus, with probability at least 2

3 we have

maxcut(G[Q]) ≤
(
e(G)

n2
− 3ε

4

)
q2 ≤ e(G[Q])− ε

2
q2,

which implies that G[Q] is ε
2 -far from bipartiteness. This completes the proof. �

We note that Lemma 4.8.2 can also be derived from [59, Corollary 7.1.3]. Next, let us recall the following

theorem of Komlós [77].

Theorem 4.8.3 ([77]). For every ε ∈ (0, 1), every graph which is ε-far from bipartiteness contains an odd

cycle of length at most cε−1/2.

We now combine Lemma 4.8.2 with Theorem 4.8.3 to prove the following.

Lemma 4.8.4. Let ε ∈ (0, 1), suppose that n ≥ q ≥ c1ε
−11 and let G be an n-vertex graph. If G is ε-far

from being bipartite then there is an odd 3 ≤ s ≤ c1ε
−1/2 such that with probability at least 2

3 , a random

induced subgraph of G of order q contains at least
(
ε6q/c1

)s
copies of Cs.

Proof. By Theorem 4.8.2, a uniformly chosen P ∈
(V (G)
cε−5

)
induces a graph which is ε

2 -far from bipartiteness

with probability at least 2/3. By Theorem 4.8.3, such an induced subgraph contains an odd cycle of length

at most c(ε/2)−1/2. Thus, there is 3 ≤ s ≤ c(ε/2)−1/2 such that a random P as above contains an s-

cycle with probability at least ε1/2/c′. Set d = 4c′ε−1/2 and let P1, . . . , Pd ∈
(V (G)
cε−5

)
be chosen uniformly at

random and independently. Setting R = P1∪· · ·∪Pd, we see that G[R] contains an s-cycle with probability

at least 1−
(
1− ε1/2/c′

)4c′ε−1/2

≥ 1− e−4 ≥ 11/12. Moreover, the probability that there are 1 ≤ i < j ≤ d
for which Pi∩Pj 6= ∅ is at most

(
d
2

)
·n · (cε−5/n)2 ≤ c′′ε−11/n ≤ 1

2 , where in the last inequality we used the

assumption that n ≥ c1ε
−11. Thus, setting r = d·cε−5 = 4cc′ε−11/2, we see that P[|R| = r] ≥ 1

2 . Since G[R]

contains an s-cycle with probability at least 11
12 , we infer that at least a 5

6 -fraction of all sets R′ ∈
(
V (G)
r

)
are such that G[R′] contains an s-cycle. Let R be the set of all R′ ∈

(
V (G)
r

)
having this property, and note

that |R| ≥ 5
6

(
n
r

)
.

Fix any q ≥ r. For Q ∈
(
V (G)
q

)
, define the random variable Z(Q) = |

(
Q
r

)
∩ R| (namely, Z(Q) is the

number of sets in R which are contained in Q), and let Q =
{
Q ∈

(
V (G)
q

)
: Z(Q) ≥ 1

2

(
q
r

)}
. By linearity

of expectation, we have E[Z] = |R| ·
(
q
r

)
/
(
n
r

)
≥ 5

6

(
q
r

)
. Since 0 ≤ Z ≤

(
q
r

)
, it is now easy to deduce (by

averaging) that P[Z ≥ 1
2

(
q
r

)
] ≥ 2

3 , implying that |Q| ≥ 2
3

(
n
q

)
.

Now let Q ∈ Q. By the definition of Q, there are at least 1
2

(
q
r

)
r-sets R ⊆ Q such that G[R] contains a

copy of Cs. On the other hand, a copy of Cs in G[Q] is contained in exactly
(
q−s
r−s
)

such r-sets. Thus, G[Q]

contains at least (
q
r

)
2
(
q−s
r−s
) =

(
q
s

)
2
(
r
s

) ≥ 1

2

( q
er

)s
≥
(
ε6q/c1

)s
.

copies of Cs. This completes the proof. �

Lemma 4.8.5, stated below, is the main lemma in this section. Its proof uses Lemmas5 4.7.5, 4.8.4 and 2.11.2.

5It is worth noting that at the cost of getting a worse upper bound in Theorem 10, one can avoid needing the full

strength of Lemma 4.7.5 (which itself is essentially a restatement of Theorem 12). Indeed, weaker forms of Lemma 4.7.5 (and

hence of Theorem 12) are sufficient for deriving Lemma 4.8.5, albeit with weaker bounds. This can then be used to prove

(quantitatively) weaker forms of Theorem 10. However, in order to obtain the upper bound stated in Theorem 10, one needs

the tight asymptotics (in the parameters n and `) of Theorem 12.
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Lemma 4.8.5. There is a constant c2 ≥ c1 (where c1 is from Lemma 4.8.4) such that the following holds.

Let (`i)i≥1 be an infinite increasing sequence of odd integers with `1 ≥ 3, and set L = {`i : i ≥ 1}. Then

the following holds.

1. Let ε ∈ (0, 1) be small enough so that c1ε
−1/2 ≥ `1. Let `i be the maximal element of L not larger

than c1ε
−1/2, let n ≥ q ≥ c2ε

−13 · `21 · `i+1, and let G be an n-vertex graph which is ε-far from being

bipartite. Then with probability at least 2
3 , a random induced subgraph of G of order q is not L-free.

Thus, wL(ε) ≤ c2ε
−13 · `21 · `i+1.

2. For every i ≥ 1 we have wL( 1
2(`i+2)2 ) ≥ `i+1.

Proof. We start by proving the first assertion of Item 1. Let G be an n-vertex graph which is ε-far

from bipartiteness. By Lemma 4.8.4, there is an odd 3 ≤ s ≤ c1ε
−1/2 such that for a randomly chosen

Q ∈
(
V (G)
q

)
, the graph G[Q] contains at least (ε6q/c1)s copies of Cs with probability at least 2

3 . We claim

that if G[Q] has this property then G[Q] is not L-free. This will show that a random induced subgraph

of G of order q is not L-free with probability at least 2
3 . This will also prove the upper bound on wL(ε)

stated in Item 1, since every graph which is ε-far from being L-free is also ε-far from bipartiteness (as L

contains only odd integers).

Assume first that s = 3. If `1 = 3 then G[Q] is clearly not L-free, as it contains at least one triangle. So

we may assume that `1 = 2`+1 > 3. It is easy to see that for c2 large enough, our choice of q guarantees that

(ε6q/c1)3 > c`21q
3/2 > c`2q1+1/` ≥ ex(q, C3, C2`+1),

where in the last inequality we use Lemma 4.7.5. This means that G[Q] contains more triangles than

ex(q, C3, C2`+1). So G[Q] contains a cycle of length `1 = 2`+ 1 and hence is not L-free.

Assume from now on that s > 3. Observe that for a large enough c2 we have

(ε6q/c1)s > c · (c1ε
−1/2)s · `s/2i+1 · q

s/2 ≥ css`s/2i+1q
s/2 ≥ css`(s+1)/2

i+1 q(s−1)/2 ≥ ex(q, Cs, C`i+1
),

where in the first and third inequalities we use our choice of q, in the second inequality we use s ≤ c1ε
−1/2

and in the last inequality we use Lemma 4.7.5 with 2k + 1 = s and 2`+ 1 = `i+1, noting that s < `i+1 by

our choice of `i and by s ≤ c1ε
−1/2. As G[Q] contains more s-cycles than ex(q, Cs, C`i+1

), it must contain

a cycle of length `i+1. Thus, G[Q] is not L-free.

We now prove the second Item. Fixing i ≥ 1, let n be large enough so that Lemma 2.11.2 is applicable

to k = `i + 2 and f = `i+1, and let G be the n
`i+2 -blowup of C`i+2. Note that C`i+1

has a homomorphism

into C`i+2, as `i+1 ≥ `i + 2. Thus, by applying Lemma 2.11.2 with K = C`i+2 and F = C`i+1
, we conclude

that G is 1
2(`i+2)2 -far from being C`i+1

-free and hence also 1
2(`i+2)2 -far from being L-free. On the other

hand, there is no homomorphism from Ck to C`i+2 for any odd k ≤ `i. Thus, every subgraph of G on less

than `i+1 vertices is L-free. Item 2 of the lemma follows. �

The proofs of Theorems 10 and 4.2.1 now follow quite easily from the above lemma.

Proof of Theorem 10. Set `1 = 3 and `i+1 = 2f
(

1
2(`i+2)2

)
+ 1. Then `i is odd for every i ≥ 1, and

(`i)i≥1 is increasing as f satisfies f(x) ≥ 1/x. Setting L = {`i : i ≥ 1}, we will show that the property of

being L-free satisfies the assertion of the theorem. More precisely, we will show that there is an absolute

constant ε0 > 0 such that wL(ε) ≤ ε−14f(ε/c) for every ε < ε0, and that wL(ε) ≥ f(ε) for an infinite
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sequence of values of ε which tends to 0. Let ε ∈ (0, 1) be small enough so that c1ε
−1/2 ≥ 3 = `1, and let

`i be the maximal element of L not larger than c1ε
−1/2. Item 1 of Lemma 4.8.5 implies that

wL(ε) ≤ c2ε
−13 · `21 · `i+1 = 9c2ε

−13 · `i+1 ≤ 27c2ε
−13 · f

(
1

2(`i + 2)2

)
≤ ε−14 · f(ε/c),

where in the last inequality we used that `i ≤ c1ε
−1/2, that f is decreasing, and that 1/ε > 27c2 (which

can be guaranteed by appropriately choosing ε0). The second part of Lemma 4.8.5 implies that for every

i ≥ 1, wL
(

1
2(`i+2)2

)
≥ `i+1 > f

(
1

2(`i+2)2

)
. So there is a decreasing sequence (εi)i≥1 with εi → 0 (namely

εi = 1
2(`i+2)2 ) such that wL(εi) ≥ f(εi). The theorem follows. �

Proof of Theorem 4.2.1. The first part of Lemma 4.8.5 implies that for a sufficiently small ε we have

wL(ε) ≤ poly(1/ε) · `i+1, where `i is the maximal element of L not larger than c1ε
−1/2. Thus, if `i+1 ≤ `di

for some d = d(L) and every sufficiently large i, then wL(ε) ≤ poly(1/ε) for every sufficiently small ε. On

the other hand, the second part of Lemma 4.8.5 implies that unless `i+1 ≤ `di for some d = d(L) and for

every large enough i, the function wL(ε) is super-polynomial in 1/ε for infinitely many values of ε. We

conclude that wL(ε) = poly(1/ε) if and only if `i+1 ≤ `di for every large enough i, which is equivalent to

having lim supj−→∞
log `j+1

log `j
≤ d <∞. �

Finally, we move on to the proof of Theorem 11. Here we will need the following lemma, which states that

graphs that avoid an infinite family of odd cycles must be close to being bipartite.

Lemma 4.8.6. Let (`i)i≥1 be an infinite increasing sequence of odd integers with `1 ≥ 3, and set

L = {`i : i ≥ 1}. Then every L-free graph is o(1)-close to bipartiteness.

Proof. Our goal is to show that for every sufficiently small ε there is n0(ε) such that every L-free graph

on n ≥ n0(ε) vertices is ε-close to being bipartite. So fix ε > 0 small enough to satisfy c1ε
−1/2 ≥ `1, and

let `i be the maximal element of L not larger than c1ε
−1/2. By (the contrapositive of) Item 1 in Lemma

4.8.5, every n-vertex L-free graph is ε-close to bipartiteness, provided that n is large enough to satisfy

n ≥ c2ε
−13 · `21 · `i+1. This completes the proof. �

The quantitative version of Lemma 4.8.6 states that L-free n-vertex graphs are roughly Θ(`−2
i )-close

to bipartiteness, where i is the maximal integer satisfying n ≥ poly(`i) · `i+1 ∼ `i+1 (here we assume that

the sequence (`i)i≥1 grows fast enough). Let us explain why this dependence on the sequence (`i)i≥1 is

unavoidable. For n = `i+1, let G be the n−1
`i+2 -blowup of C`i+2, plus an isolated vertex. Then G is L-free; it

contains neither an odd cycle of length at most `i (as such a cycle is not homomorphic to C`i+2), nor an

odd cycle of length at least `i+1 (as `i+1 > n− 1 and G has an isolated vertex). Nonetheless, it is easy to

see that G is Θ(`−2
i )-far from bipartiteness. This shows that the o(1)-term in Lemma 4.8.6 may tend to

zero arbitrarily slowly, depending on the family L. For example, if `i = tower(i) then `i = log2(`i+1), so

every L-free n-vertex graph is roughly Θ( 1
log2 n

)-close to bipartiteness, and this is tight.

Proof of Theorem 11. By (the proof of) Theorem 10, there is an increasing sequence of odd integers

L = {`1 = 3, `2, `3, . . . } such that wL(ε) ≥ f(ε). Thus, it remains to present a 2-sided tester for L-freeness

which has query complexity poly(1/ε). Our ε-tester works as follows: it samples a random induced subgraph

of the input of order q = q(ε) = cε−5 and accepts if and only if this subgraph is ε
2 -close to bipartiteness.

Let us prove that this algorithm is indeed a valid ε-tester for graphs of order n ≥ n0(ε), where n0(ε) will be
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(implicitly) chosen later. Let G be an n-vertex input graph. If G is ε-far from L-freeness then it is also ε-far

from bipartiteness, so Lemma 4.8.2 implies that with probability at least 2
3 , G is rejected. Assume now

that G is L-free. By Lemma 4.8.6, if n is large enough then G is ε
12 -close to bipartiteness. Hence, there is a

set E ⊆ E(G) of size |E| ≤ ε
12n

2 such that G\E (the graph obtained from G by deleting the edges in E) is

bipartite. Let Q = {x1, . . . , xq} denote the vertex-set sampled by the tester. The expected number of pairs

1 ≤ i < j ≤ q for which {xi, xj} ∈ E is
(
q
2

)
· 2|E|
n(n−1) ≤

ε
6q

2. By Markov’s inequality, |E(G[Q]) ∩ E| ≤ ε
2q

2

holds with probability at least 2
3 . Thus, with probability at least 2

3 , G[Q] is ε
2 -close to bipartiteness (as

deleting the edges in E(G[Q]) ∩ E makes G[Q] bipartite), and G is accepted by the tester. �
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Chapter 5

Testing Graphs against an Unknown

Distribution

This chapter is devoted to proving Theorem 13 and related results (see Section 1.2.2), and is organized

as follows. Section 5.1 describes the combinatorial statement at the heart of Theorem 13, as well as its

connection to other related results in the area of extremal graph theory. Section 5.2 is concerned with

proving vertex-weighted analogues of several standard regularity-method lemmas (most notably regularity

and counting lemmas, and corollaries thereof). In Section 5.3 we prove the “if” direction of Theorem 13

(i.e. Theorem 5.1.1). This is by far the most challenging (and interesting) part of this chapter. The main

step towards proving Theorem 13 is establishing Lemma 5.3.1, which is the key lemma of the chapter.

For the reader’s convenience, we give in Section 5.3.1 an overview of the key ideas used in the proof. As

the proofs in Section 5.2 are somewhat routine, we encourage readers who are familiar with the regularity

method to skip Section 5.2 (at least on their first read), and go directly to Section 5.3.

The “only if” direction of Theorem 13 is proved in Section 5.4. In Section 5.5 we study various variants

of the VDF model, and also raise two related open problems; one is to what extent the variants of the

VDF model allow for testability of non-hereditary properties, and the other asks if the sample complexity

in the VDF model is the same as in the standard model (for properties that are testable in the VDF

model), see Section 5.5.3. Along the way we resolve another open problem raised in [58] (see Lemma

5.5.6). Throughout this chapter, when we say that a function is increasing/decreasing we mean weakly

increasing/decreasing (i.e. non-decreasing/non-increasing).

5.1 The Combinatorial Essence of Theorem 13

To prove (the “if” direction of) Theorem 13, we will actually prove the following theorem, which can be

thought of as a vertex-weighted version of the infinite graph removal lemma of [10] (see Chapter 1).

Theorem 5.1.1. For every hereditary and extendable graph property P there is a function sP : (0, 1)→ N
such that the following holds for every ε > 0 and for every vertex-weighted graph (G,D) which is ε-far

from P. Let u1, . . . , us, s = sP(ε), be a sequence of random vertices of G, sampled according to D and

independently. Then G[{u1, . . . , us}] does not satisfy P with probability at least 2
3 .
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The following similar-looking result1 was proved by Austin and Tao [17] and Lovász and Szegedy [81].

Theorem 5.1.2 ([17, 81]). For every hereditary graph property P there is a function sP : (0, 1) → N
such that the following holds for every ε > 0 and for every vertex-weighted graph (G,D) which is ε-far

from P. Let u1, . . . , us, s = sP(ε), be a sequence of random vertices of G, sampled according to D and

independently. Construct a graph S on s by letting {i, j} ∈ E(S) if and only if {ui, uj} ∈ E(G). Then S

does not satisfy P with probability at least 2
3 .

Note that Theorem 5.1.2 holds for all hereditary properties, while Theorem 5.1.1 only holds for heredi-

tary properties which are extendable. Observe that the graph S in Theorem 5.1.2 is a blowup of the graph

G[U ], where U = {u1, . . . , us}. Thus, the difference between Theorems 5.1.1 and 5.1.2 is that Theorem

5.1.2 only guarantees that a blowup of G[U ] does not satisfy P with high probability (i.e., 2/3), while

Theorem 5.1.1 guarantees the stronger assertion that G[U ] itself does not satisfy P with high probability.

This is an important difference: while Theorem 5.1.1 immediately implies the existence of a VDF-tester

for every hereditary and extendable property P (see Section 5.3.3), we do not know of any way of using

Theorem 5.1.2 to prove the existence of such a tester. One natural candidate for a tester derived from

Theorem 5.1.2 would be the algorithm which accepts if and only if the graph S (defined in Theorem 5.1.2)

does not satisfy P. It turns out, however, that this algorithm often fails to be a valid tester2.

It is worth noting that Theorem 5.1.2 can be deduced from the “unweighted” case, i.e. the result of

[10], via a simple argument, see Lemma 5.5.6 and the discussion following it. On the other hand, the proof

of Theorem 5.1.1 requires several new ideas on top of those used in [10].

5.2 Preliminary Lemmas

In this section we introduce vertex-weighted analogues of some key tools of the regularity method, most

notably Szemerédi’s regularity lemma [110], the strong regularity lemma [5], and the counting lemma, as

well as some standard corollaries thereof. We also prove some other auxiliary lemmas needed for the proof

of Theorem 13. We start with two simple lemmas regarding probability distributions on a finite set. Given

a distribution D on a set U and a subset W ⊆ U , we set D(W ) :=
∑

w∈W D(w). We denote by DW the

distribution D conditioned on W , namely DW (w) = D(w)
D(W ) for every w ∈W .

Lemma 5.2.1. For every set U , for every η ∈ (0, 1) and for every distribution D on U , there is a partition

P of U into d1/ηe parts such that
∑

W∈P
∑
{x,y}∈(W2 )D(x)D(y) ≤ η.

Proof. Let P be a random partition of U into k := d1/ηe parts, where each element is assigned to one

of the parts uniformly at random and independently of all other elements. Then for every pair of distinct

elements x, y ∈ U , the probability that x and y belong to the same part is exactly 1
k . By linearity of

1We note that the results of [17] and [81] are in fact more general. The authors of [81] actually prove that the conclusion

of Theorem 5.1.2 holds for all graphons. The authors of [17] prove extensions of Theorem 5.1.2 in several directions, including

a version for uniform hypergraphs, and a strengthening in which the notion of testability is replaced with the stronger notion

of repairability.
2For example, if P = C5-freeness then the proposed tester will reject with high probability if the input graph is a triangle

with a uniform vertex-distribution (as the graph S will be a (large) blowup of a triangle, and thus contain a copy of C5), even

though this input graph clearly satisfies P.
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expectation we have

E

∑
W∈P

∑
{x,y}∈(W2 )

D(x)D(y)

 =
∑

{x,y}∈(U2)

D(x)D(y) · 1

k
<

1

2
· 1

k
< η,

so there is a choice of P with the required property. �

Lemma 5.2.2. Let a > 0 be an integer, let U be a finite set and let D be a distribution on U such that

D(u) ≤ 1
2a for every u ∈ U . Then there is a partition U = U1 ∪ · · · ∪ Ua such that D(Ui) ≥ 1

2a for every

1 ≤ i ≤ a.

Proof. We proof is by induction on a. The base case a = 1 is trivial, so we assume from now on that

a ≥ 2. Let U1 ⊆ U be a set of minimal size satisfying D(U1) ≥ 1
2a . Then D(U1) ≤ 1

a , because otherwise

we could remove an arbitrary element of U1 (whose weight by assumption is at most 1
2a) and thus get a

proper subset of U1 having weight at least 1
2a , in contradiction the minimality of U1. Now set U ′ := U \U1,

noting that D(U ′) ≥ 1− 1
a . Then every u ∈ U ′ satisfies

DU ′(u) =
D(u)

D(U ′)
≤

1
2a

1− 1
a

=
1

2(a− 1)
.

So by the induction hypothesis for (U ′,DU ′), there is a partition U ′ = U2 ∪ · · · ∪ Ua such that

D(Ui) = DU ′(Ui) · D(U ′) ≥ 1

2(a− 1)
· D(U ′) ≥ 1

2(a− 1)
·
(

1− 1

a

)
=

1

2a

for every 2 ≤ i ≤ a. This completes the proof. �

Throughout this chapter we consider vertex-weighted graphs, i.e. pairs (G,D) such that G is a graph

and D is a distribution on V (G). For a set X ⊆ V (G), the subgraph of (G,D) induced by X is defined to

be (G[X],DX), where DX is the distribution D conditioned on X. The weight of an edge/non-edge {x, y}
(with respect to D) is defined as D(x)D(y). For a pair of disjoint sets X,Y ⊆ V (G) with D(X),D(Y ) > 0,

define the density of (X,Y ), denoted d(X,Y ), to be d(X,Y ) = 1
D(X)D(Y )

∑
(x,y)∈E(X,Y )D(x)D(y), where

E(X,Y ) is the set of edges with one endpoint in X and one endpoint in Y . If D(X) = 0 or D(Y ) = 0

then define d(X,Y ) = 0. A pair of disjoint vertex-sets (X,Y ) is called ε-regular if for every X ′ ⊆ X and

Y ′ ⊆ Y with D(X ′) ≥ εD(X) and D(Y ′) ≥ εD(Y ), it holds that |d(X ′, Y ′)− d(X,Y )| ≤ ε. The following

lemma describes some basic properties of ε-regular pairs.

Lemma 5.2.3. Let (G,D) be a vertex-weighted graph, and let X,Y ⊆ V (G) be disjoint vertex-sets such

that D(X),D(Y ) > 0, and such that the pair (X,Y ) is ε-regular with density d. Then the following holds.

1. For every α ≥ ε and X ′ ⊆ X, Y ′ ⊆ Y with D(X ′) ≥ αD(X) and D(Y ′) ≥ αD(Y ), the pair (X ′, Y ′)

has density at least d− ε and at most d+ ε, and is ε′-regular with ε′ = max{ε/α, 2ε}.

2. The set of vertices x ∈ X which satisfy |d(x, Y )− d| > ε has weight less than 2ε · D(X).
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Proof. Starting with Item 1, let X ′ ⊆ X and Y ′ ⊆ Y be such that D(X ′) ≥ αD(X) and D(Y ′) ≥ αD(Y ).

Since α ≥ ε, the ε-regularity of (X,Y ) implies that d − ε ≤ d(X ′, Y ′) ≤ d + ε. Now let us show that

(X ′, Y ′) is ε′-regular with ε′ = max{ε/α, 2ε}. Let X ′′ ⊆ X ′ and Y ′′ ⊆ Y ′ be such that D(X ′′) ≥ ε′D(X ′)

and D(Y ′′) ≥ ε′D(Y ′). Then D(X ′′) ≥ ε
αD(X ′) ≥ εD(X) and similarly D(Y ′′) ≥ εD(Y ). So by the

ε-regularity of (X,Y ) we have |d(X ′′, Y ′′)− d(X,Y )| ≤ ε and hence |d(X ′′, Y ′′)− d(X ′, Y ′)| ≤ 2ε ≤ ε′, as

required.

We now prove Item 2. Let X+ (resp. X−) be the set of all x ∈ X satisfying d(x, Y ) > d + ε (resp.

d(x, Y ) < d− ε). We have

d(X+, Y ) =
1

D(X+)D(Y )
·
∑
x∈X+

∑
y∈NY (x)

D(x)D(y) =
1

D(X+)D(Y )
·
∑
x∈X+

D(x) · D(Y ) · d(x, Y )

>
1

D(X+)D(Y )
· D(X+)D(Y ) · (d+ ε) = d+ ε.

So unless D(X+) < εD(X), we get a contradiction to the ε-regularity of (X,Y ). Similarly, we must have

D(X−) < εD(X). The assertion follows. �

The following is a vertex-weighted counting lemma.

Lemma 5.2.4 (Counting lemma for vertex-weighted graphs). For every integer h ≥ 2 and η ∈ (0, 1)

there is δ = δ5.2.4(h, η) such that the following holds. Let H be a graph on [h] and let U1, . . . , Uh be

pairwise-disjoint vertex-sets in a vertex-weighted graph (G,D), such that the following holds.

1. For every 1 ≤ i < j ≤ h, if {i, j} ∈ E(H) then d(Ui, Uj) ≥ η and if {i, j} /∈ E(H) then d(Ui, Uj) ≤ 1−η.

2. For every 1 ≤ i < j ≤ h, the pair (Ui, Uj) is δ-regular.

Let U be the set of all (u1, . . . , uh) ∈ U1 × · · · × Uh such that u1, . . . , uh induce a copy of H in which ui
plays the role of i for every 1 ≤ i ≤ h. Then

∑
(u1,...,uh)∈U

∏h
i=1D(ui) ≥ δ

∏h
i=1D(Ui).

Proof. If D(Ui) = 0 for some 1 ≤ i ≤ h then there is nothing to prove, so suppose that D(Ui) > 0 for

every 1 ≤ i ≤ h. The proof is by induction on h. The base case h = 2 trivially holds with δ = δ(2, η) = η.

So from now on we assume that h ≥ 3, and set

δ = δ(h, η) = min

{
1

4(h− 1)
,
η

2
,

1

2
·
(η

2

)h−1
· δ(h− 1, η/2)

}
.

For each 2 ≤ i ≤ h, let Wi be the set of all vertices u1 ∈ U1 for which |d(u1, Ui) − d(U1, Ui)| > δ.

By Item 2 of Lemma 5.2.3, we have D(Wi) < 2δ · D(U1). Hence, the set U ′1 := U1 \
⋃h
i=2Wi satisfies

D(U ′1) > D(U1) − (h − 1) · 2δ · D(U1) ≥ 1
2D(U1), where in the last inequality we used our choice of δ.

Now fix any u1 ∈ U ′1. We define sets U ′2, . . . , U
′
h as follows: for 2 ≤ i ≤ h, if {1, i} ∈ E(H) then set

U ′i = NUi(u1), and if {1, i} /∈ E(H) then set U ′i = Ui \NUi(u1). By using Item 1 and the fact that u1 ∈ U ′1,

we get that D(U ′i) ≥ (η − δ)D(Ui) ≥ η
2 · D(Ui) for every 2 ≤ i ≤ h. By Item 1 of Lemma 5.2.3, and by

Conditions 1-2 of the current lemma, we get that for every 2 ≤ i < j ≤ h, the pair (U ′i , U
′
j) is δ′-regular

with δ′ = 2δ/η ≤ δ(h−1, η/2), and that if {i, j} ∈ E(H) then d(U ′i , U
′
j) ≥ η− δ ≥ η/2 and if {i, j} /∈ E(H)

then d(U ′i , U
′
j) ≤ 1− η + δ ≤ 1− η

2 .
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We now see that the sets U ′2, . . . , U
′
h satisfy the requirements of the lemma with respect to the graph

H ′ = H[{2, . . . , h}] and with η
2 in place of η. Let U ′ be the set of all (u2, . . . , uh) ∈ U ′2 × · · · × U ′h such

that u2, . . . , uh induce a copy of H ′ with ui playing the role of i for every 2 ≤ i ≤ h. By the induction

hypothesis, we have∑
(u2,...,uh)∈U ′

h∏
i=2

D(ui) ≥ δ(h− 1, η/2) ·
h∏
i=2

D(U ′i) ≥ δ(h− 1, η/2) · (η/2)h−1 ·
h∏
i=2

D(Ui) ≥ 2δ

h∏
i=2

D(Ui).

For every (u2, . . . , uh) ∈ U ′, the tuple (u1, . . . , uh) induces a copy of H with ui playing the role of i for

every 1 ≤ i ≤ h. Hence, for every (u2, . . . , uh) ∈ U ′ we have (u1, . . . , uh) ∈ U (where U is defined in the

statement of the lemma). Since this is true for every u1 ∈ U ′1, we get that

∑
(u1,...,uh)∈U

h∏
i=1

D(ui) ≥
∑
u1∈U ′1

D(u1) · 2δ
h∏
i=2

D(Ui) = D(U ′1) · 2δ
h∏
i=2

D(Ui) ≥ δ
h∏
i=1

D(Ui),

as required. �

A partition P = {V1, . . . , Vr} of the vertex-set of a vertex-weighted graph (G,D) is called ε-regular if

the sum of D(Vi)D(Vj) over all pairs 1 ≤ i < j ≤ r for which (Vi, Vj) is not an ε-regular pair, is at most ε.

We now extend some basic properties of regular partitions to the vertex-weighted setting.

Lemma 5.2.5. Let X,Y be disjoint vertex-sets in a vertex-weighted graph (G,D), and let PX ,PY be

partitions of X,Y , respectively. For every X ′ ∈ PX and Y ′ ∈ PY , set ε(X ′, Y ′) = d(X ′, Y ′)−d(X,Y ). Then∑
X′∈PX ,Y ′∈PY

D(X ′)D(Y ′) · d(X ′, Y ′) = D(X)D(Y ) · d(X,Y ),

and ∑
X′∈PX ,Y ′∈PY

D(X ′)D(Y ′) · d2(X ′, Y ′) = D(X)D(Y ) · d2(X,Y ) +
∑

X′∈PX ,Y ′∈PY

D(X ′)D(Y ′) · ε2(X ′, Y ′).

As the proof of Lemma 5.2.5 is simple and routine3, we leave it to the reader.

Let (G,D) be a vertex-weighted graph and let P = {P1, . . . , Pr} be a partition of V (G). The index of

P, denoted q(P), is defined as

q(P) =
∑

1≤i<j≤r
D(Pi)D(Pj) · d2(Pi, Pj).

Lemma 5.2.6. For every vertex-partition P of a vertex-weighted graph (G,D), and for every refinement

P ′ of P, we have q(P ′) ≥ q(P).

Proof. Write P = {P1, . . . , Pr}, and for each 1 ≤ i ≤ r put P ′i = {P ′ ∈ P ′ : P ′ ⊆ Pi}. Then

q(P ′) ≥
∑

1≤i<j≤r

∑
P ′i∈P ′i,P ′j∈P ′j

D(P ′i )D(P ′j) · d2(P ′i , P
′
j) ≥

∑
1≤i<j≤r

D(Pi)D(Pj) · d2(Pi, Pj) = q(P),

where in the second inequality we used the second part of Lemma 5.2.5. �
3Pick X ′ ∈ PX and Y ′ ∈ PY randomly (and independently) with probability D(X ′)/D(X) and D(Y ′)/D(Y ), respectively.

Consider the random variable Z := d(X ′, Y ′). Then the first part of Lemma 5.2.5 is simply the (easy) fact that E[Z] = d(X,Y ),

and the second part of Lemma 5.2.5 is simply the fact that E[Z2] = E[Z]2 + Var[Z].
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Lemma 5.2.7. Let (G,D) be a vertex-weighted graph and let P = {P1, . . . , Pr} be a non-ε-regular partition

of V (G). Then there is a refinement P ′ of P such that |P ′| ≤ |P| · 2|P| and q(P ′) ≥ q(P) + ε5.

Proof. For each 1 ≤ i < j ≤ r for which (Pi, Pj) is not ε-regular, let Pi,j ⊆ Pi, Pj,i ⊆ Pj be such that

D(Pi,j) ≥ εD(Pi),D(Pj,i) ≥ εD(Pj), and |d(Pi,j , Pj,i) − d(Pi, Pj)| > ε. For each 1 ≤ i ≤ r, let Pi be the

partition of Pi, formed by taking the common refinement of the partitions {Pi,j , Pi \ Pi,j}, where j runs

over all indices for which (Pi, Pj) is not ε-regular. Let P ′ =
⋃r
i=1 Pi be the resulting refinement of P. Then

clearly |P ′| ≤ |P| · 2|P|. We now show that q(P ′) ≥ q(P) + ε5. First, observe that by Lemma 5.2.5, for

every 1 ≤ i < j ≤ r we have
∑

X′∈Pi,Y ′∈Pj D(X ′)D(Y ′) · d2(X ′, Y ′) ≥ D(Pi)D(Pj) · d2(Pi, Pj). Next, fix

any pair 1 ≤ i < j ≤ r for which (Pi, Pj) is not ε-regular. By Lemma 5.2.5 we have∑
X′∈Pi,Y ′∈Pj

D(X ′)D(Y ′) · d2(X ′, Y ′) =

D(Pi)D(Pj) · d2(Pi, Pj) +
∑

X′∈Pi,Y ′∈Pj

D(X ′)D(Y ′) ·
(
d(X ′, Y ′)− d(Pi, Pj)

)2 ≥
D(Pi)D(Pj) · d2(Pi, Pj) +

∑
X′⊆Pi,j ,Y ′⊆Pj,i

D(X ′)D(Y ′) ·
(
d(X ′, Y ′)− d(Pi, Pj)

)2
=

D(Pi)D(Pj) · d2(Pi, Pj) +
∑

X′⊆Pi,j ,Y ′⊆Pj,i

D(X ′)D(Y ′) ·
[(
d(X ′, Y ′)− d(Pi,j , Pj,i)

)
+ (d(Pi,j , Pj,i)− d(Pi, Pj))

]2 ≥
D(Pi)D(Pj) · d2(Pi, Pj) +D(Pi,j)D(Pj,i) · (d(Pi,j , Pj,i)− d(Pi, Pj))

2 ≥ D(Pi)D(Pj) · (d2(Pi, Pj) + ε4),

where in the penultimate inequality we used the first part of Lemma 5.2.5 to infer that∑
X′⊆Pi,j ,Y ′⊆Pj,i

D(X ′)D(Y ′) ·
(
d(X ′, Y ′)− d(Pi,j , Pj,i)

)
= 0.

Denoting by N the set of pairs 1 ≤ i < j ≤ r for which (Pi, Pj) is not ε-regular, we see that

q(P ′) ≥
∑

1≤i<j≤r

∑
X′∈Pi,Y ′∈Pj

D(X ′)D(Y ′) · d2(X ′, Y ′)

≥
∑

1≤i<j≤r
D(Pi)D(Pj) · d2(Pi, Pj) +

∑
(i,j)∈N

D(Pi)D(Pj) · ε4

= q(P) + ε4 ·
∑

(i,j)∈N

D(Pi)D(Pj) ≥ q(P) + ε5,

where in the last inequality we used the assumption that P is not ε-regular. �

We now prove vertex-weighted versions4 of Szemerédi’s regularity lemma [110] and of the strong regu-

larity lemma [5].

Lemma 5.2.8 (Szemerédi’s regularity lemma for vertex-weighted graphs). For every ε ∈ (0, 1) and m ≥ 0

there is T = T5.2.8(ε,m) such that for every vertex-weighted graph (G,D) and for every partition P0 of

V (G) of size not larger than m, there is an ε-regular partition P of V (G) which has at most T parts and

refines P0.
4We note that a weighted version of Szemerédi’s regularity lemma, where both vertex-weights and edge-weights are allowed,

was proved in [37], but only under the assumption that all vertex-weights are o(1). Hence this result is unsuitable in our setting.
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Proof. For i ≥ 0, if Pi is not ε-regular then we apply Lemma 5.2.7 to obtain a partition Pi+1 which refines

Pi and satisfies |Pi+1| ≤ |Pi| · 2|Pi| and q(Pi+1) ≥ q(Pi) + ε5. Since the index of any partition is at most

1, this process must end after at most ε−5 steps. When the process ends, we have an ε-regular partition.

Since the number of steps depends only on ε, the size of the resulting final partition can be upper-bounded

by a function of ε and |P0|, as required. �

Lemma 5.2.9 (Strong regularity lemma for vertex-weighted graphs). For every function E : N → (0, 1)

and for every integer m, there is S = S5.2.9(E ,m) such that for every vertex-weighted graph (G,D) and for

every partition P0 of V (G) of size at most m, there is a refinement P of P0, and a refinement Q of P,

such that the following holds.

1. |Q| ≤ S.

2. The partition Q is E(|P|)-regular.

3.
∑

P1,P2∈P
∑

Q1⊆P1,Q2⊆P2
D(Q1)D(Q2) · |d(Qi, Qj)− d(Pi, Pj)| ≤ E(0). Here the outer sum is over all

unordered pairs of distinct P1, P2 ∈ P, and the inner sum is over all Q1, Q2 ∈ Q such that Qi ⊆ Pi
for i = 1, 2.

Proof. We may assume, without loss of generality, that E is monotone decreasing. Let P1 be the partition

obtained by applying Lemma 2.2.4 with parameter ε = E(0) and with the partition P0. Next, for each

i ≥ 1, apply Lemma 2.2.4 with parameter E(|Pi|) and with the partition Pi to obtain a partition Pi+1

which is E(|Pi|)-regular and refines Pi. In light of Lemma 5.2.6, and as the index of any partition is at

most 1, there must be some 1 ≤ i ≤ 1
E2(0)

for which q(Pi+1) ≤ q(Pi) +E2(0). For such an i, set P = Pi and

Q = Pi+1. Since |P0| ≤ m and the number of steps in the process is at most E2(0), and since the size of

the partition guaranteed by Lemma 2.2.4 can be bounded from above by a function of the parameters of

this lemma (which in our case depend only on E and m), we see that |Q| too can be bounded from above

by a function of E and m. This proves Item 1.

Item 2 is immediate from our choice of Q. It remains to prove Item 3. By the definition of the index

and by our choice of P and Q, we have

q(P) + E2(0) ≥ q(Q) ≥
∑

P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · d2(Q1, Q2) =

∑
P1,P2∈P

D(P1)D(P2) · d2(P1, P2) +
∑

P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · (d(Q1, Q2)− d(P1, P2))2 =

q(P) +
∑

P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · (d(Q1, Q2)− d(P1, P2))2,

where in the first equality we used the second part of Lemma 5.2.5. The above implies that∑
P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · (d(Q1, Q2)− d(P1, P2))2 ≤ E2(0),

and hence ∑
P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · |d(Q1, Q2)− d(P1, P2)| ≤
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√ ∑
P1,P2∈P

∑
Q1⊆P1,Q2⊆P2

D(Q1)D(Q2) · (d(Q1, Q2)− d(P1, P2))2 ≤ E(0),

where the first inequality follows from Cauchy-Schwarz. This completes the proof. �

Our last two lemmas are vertex-weighted analogues of well-known corollaries to Szemerédi’s regularity

lemma and the strong regularity lemma, respectively. The “unweighted” versions of these corollaries were

used in [10] in order to prove that every hereditary property is testable in the standard model.

Lemma 5.2.10. For every integer t ≥ 1 and for every δ > 0 there is ζ = ζ5.2.10(t, δ) > 0, such that the

following holds. Let (G,D) be a vertex-weighted graph such that all vertices in G have weight less than ζ.

Then there are pairwise-disjoint vertex-sets Q1, . . . , Qt ⊆ V (G) with the following properties.

1. D(Qi) ≥ ζ for every 1 ≤ i ≤ t.

2. (Qi, Qj) is δ-regular for every 1 ≤ i < j ≤ t.

3. Either all pairs (Qi, Qj) have density at least 1
2 , or all pairs (Qi, Qj) have density less than 1

2 .

Proof. Setting a = 4t and ε = δ
4a4 , we will prove the lemma with

ζ = ζ5.2.10(t, δ) =
1

4a2 · T2.2.4(ε, a)
.

Let (G,D) satisfying D(v) < ζ for every v ∈ V (G). Apply Lemma 5.2.2 with U = V (G), with the

distribution D, and with a as defined above. Lemma 5.2.2 supplies a partition V (G) = U1 ∪ · · · ∪ Ua such

that D(Ui) ≥ 1
2a for every 1 ≤ i ≤ a. Now apply Lemma 2.2.4 to (G,D) with parameter ε and with the

partition P0 := {U1, . . . , Ua}, to obtain an ε-regular partition P which refines P0. For each 1 ≤ i ≤ a,

put Pi = {P ∈ P : P ⊆ Ui}, and sample Pi ∈ Pi with probability proportional to the weight of the

parts, i.e. Pi = P with probability D(P )
D(Ui)

for every P ∈ Pi. We claim that with positive probability,

D(Pi) ≥ ζ for every 1 ≤ i ≤ a, and all pairs (Pi, Pj) are δ-regular. For every 1 ≤ i ≤ a, the probability

that D(Pi) < ζ is less than ζ·|P|
D(Ui)

≤ ζ·T2.2.4(ε,a)
1/2a ≤ 1

2a , where in the first inequality we used the guarantees

of Lemma 2.2.4. By the union bound, with probability at least 1
2 we have D(Pi) ≥ ζ for every 1 ≤ i ≤ a.

Next, observe that since P is ε-regular and as ε ≤ δ, the probability that (Pi, Pj) is not δ-regular (for some

specific 1 ≤ i < j ≤ a) is at most ε
D(Ui)D(Uj)

≤ 4a2ε ≤ 1
a2 . So by taking the union bound over all pairs

1 ≤ i < j ≤ a, we get that with probability at least 1−
(
a
2

)
· 1
a2 >

1
2 , all pairs (Pi, Pj) are δ-regular. This

proves our assertion.

We thus showed that there is a choice of P1, . . . , Pa such that D(Pi) ≥ ζ for every 1 ≤ i ≤ a and such

that (Pi, Pj) is δ-regular for every 1 ≤ i < j ≤ a. Now consider an auxiliary graph on [a] in which {i, j}
is an edge if d(Pi, Pj) ≥ 1

2 and {i, j} is a non-edge if d(Pi, Pj) <
1
2 . As a = 4t, a well-known bound on

Ramsey numbers implies that this graph contains either a clique or an independent set {i1, . . . , it}. Then

Q1 = Pi1 , . . . , Qt = Pit satisfy the requirements of the lemma. �

Lemma 5.2.11. For every function E : N→ (0, 1) and for every integer m, there is S = S5.2.11(E ,m) > 0

such that for every vertex-weighted graph (G,D) and for every partition P0 of V (G) having size at most

m, there is a partition P = {P0, P1, . . . , Pr} of V (G) and vertex-sets Qi ⊆ Pi for 1 ≤ i ≤ r, such that the

following holds:
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1. D(P0) < E(0).

2. For every 1 ≤ i ≤ r, Pi is contained in some part of P0.

3. D(Qi) ≥ 1/S for every 1 ≤ i ≤ r. In particular, r ≤ S.

4. For every 1 ≤ i < j ≤ r, the pair (Qi, Qj) is E(r)-regular.

5.
∑

1≤i<j≤r D(Pi)D(Pj) · |d(Qi, Qj)− d(Pi, Pj)| ≤ E(0).

Proof. We may and will assume E is monotone decreasing5. For convenience, put ε = E(0). Let E ′ : N→
(0, 1) be the function E ′(r) = min

{
E(r), ε

2

2r4 ,
ε
3

}
. We will show that one can choose S = S5.2.11(E ,m) := 3s3

ε ,

where s := S5.2.9(E ′,m). Apply Lemma 5.2.9 to (G,D) with parameter E ′ and with the given partition P0,

to obtain partitions P ′ and Q such that P ′ refines P0, Q refines P ′, and Items 1-3 in Lemma 5.2.9 hold. Let

P0 be the union of all parts of P ′ of weight less than ε/|P ′|, and let P1, . . . , Pr be the parts of P ′ of weight

at least ε/|P ′|. Then we have D(P0) < |P ′| · ε/|P ′| = ε, establishing Item 1. Now set P = {P0, P1, . . . , Pr}.
It is evident that Item 2 holds.

For each 1 ≤ i ≤ r, denote Qi = {Q ∈ Q : Q ⊆ Pi}, and sample Qi ∈ Qi with probability proportional

to the weight of the parts; in other words, for each Q ∈ Qi, the probability that Qi = Q is D(Q)
D(Pi)

. We will

show that with positive probability, Q1, . . . , Qr satisfy Items 3-5. For each 1 ≤ i ≤ r, the probability that

D(Qi) <
D(Pi)
3r|Q| is less than |Q| · 1

3r|Q| = 1
3r . By the union bound, the probability that there is 1 ≤ i ≤ r for

which D(Qi) <
D(Pi)
3r|Q| is less than 1

3 . So with probability larger than 2
3 , for every 1 ≤ i ≤ r we have

D(Qi) ≥
D(Pi)

3r|Q|
≥ ε

3|P ′|2|Q|
≥ ε

3|Q|3
≥ ε

3s3
=

1

S
,

where the last inequality is due to our choice of Q via Lemma 5.2.9.

We now prove that Item 4 holds with probability greater than 2
3 . Fix any 1 ≤ i < j ≤ r. Since Q is

ε′-regular with ε′ = E ′(|P|′) ≤ min
{
E(|P ′|), ε2

2|P ′|4

}
, and since E(|P ′|) ≤ E(r) (by the monotonicity of E),

the probability that the pair (Qi, Qj) is not E(r)-regular is at most ε2/(2|P ′|4)
D(Pi)D(Pj)

≤ 1
2 |P

′|−2 ≤ 1
2r
−2, where

the first inequality holds because D(Pi),D(Pj) ≥ ε/|P ′|. By the union bound over all pairs 1 ≤ i < j ≤ r,
the probability that there is 1 ≤ i < j ≤ r for which (Qi, Qj) is not E(r)-regular is at most

(
r
2

)
· 1

2r
−2 < 1

3 .

It remains to show that Item 5 holds with probability at least 2
3 . Observe that

E

 ∑
1≤i<j≤r

D(Pi)D(Pj) · |d(Qi, Qj)− d(Pi, Pj)|

 =

∑
1≤i<j≤r

∑
Q′i∈Qi,Q′j∈Qj

D(Q′i)D(Q′j) ·
∣∣d(Q′i, Q

′
j)− d(Pi, Pj)

∣∣ ≤ ε

3
,

where in the inequality we used Item 3 of Lemma 5.2.9, our choice of E ′, and the fact that P1, . . . , Pr ∈ P ′.
So by Markov’s inequality, the probability that Item 5 fails is at most 1

3 , as required. �
5Indeed, we can replace E with E ′(r) = mins≤r E(s), which is clearly monotone decreasing.
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5.3 Proof of the “If” Part of Theorem 13

In this section we prove Theorem 5.1.1 and then use it to derive the “if” part of Theorem 13. This section

is broken up into subsections, as follows. In Section 5.3.1 we give a high-level overview of the main obstacle

one needs to overcome in proving Theorem 13, and the main idea behind the way we overcome it. In Section

5.3.2 we state and prove Lemma 5.3.1, which constitutes the main ingredient in the proof of Theorem 13.

Finally, we prove (the “if” direction of) Theorem 13 in Section 5.3.3.

5.3.1 Proof Overview

The main difficulty: Let P be a hereditary and extendable graph property. We are given a graph G

and a distribution D so that G is ε-far from P with respect to D. Our goal is to show that a sample6

of O(1) vertices of G (sampled according to D) finds with high probability (whp) an induced subgraph

F of G which does not satisfy P. There are two ways one can try to achieve this goal. First, one can

take a blowup G′ of G, in which a vertex is replaced by a cluster of vertices whose size is proportional to

the vertex’s weight under D, and thus (try to) “reduce” the problem to the non-weighted (i.e., uniform)

case. While this approach allows one to handle some properties7, it does not work in general. The main

bottleneck seems to be that a copy of F in G′ does not correspond necessarily to a copy of F in G, since

F might contain several of the vertices that replaced some vertex v of G. Moreover, if this vertex v has

weight Ω(1) (i.e., if its weight is bounded from below by a function of ε), then even a sample whose size

depends only on ε will very likely contain several of the vertices of G′ that replaced v.

A second approach to test for P in the VDF model would be to just reprove the result of [10], while

replacing the regularity lemmas used there with regularity lemmas for vertex-weighted graphs. While such

vertex-weighted analogues are indeed not hard to obtain (see e.g. Lemmas 5.2.4 and 5.2.8-5.2.11), the main

problem is again vertices of high weight. Now the issue is that parts of the regular partition might contain

only a single vertex of high weight (and many vertices of very small, or even 0, weight), a situation in which

one would not be able to embed graphs F that need to use more than one vertex from the same part.

The key new idea: The main idea is then to prove a lemma that allows one to partition G into three

sets X,Y, Z with the following properties: (i) Z will have total weight at most ε/2; (ii) all vertices in X will

have weight at least Ω(1) (i.e., weight bounded from below by a function of ε); (iii) Y will have a highly

regular Szemerédi partition, that is, there will be a partition of the vertices of Y into sets P1, . . . , Pr so that

the bipartite graphs between (almost) all pairs (Pi, Pj) are pseudo-random (in an appropriate sense which

takes into account the vertex-weights); (iv) each of the parts Pi will have “sufficiently many” vertices; and

(v) for each x ∈ X and 1 ≤ i ≤ r, either x will be connected to all vertices of Pi or to none of them. Let

us now see how a partition with the above five properties can allow one to test P.

We first claim that G[X ∪ Y ] (i.e. the graph induced by X ∪ Y ) is ε/2-far from satisfying P. Indeed, if

this is not the case, then we can first turn G[X ∪ Y ] into a graph satisfying P by making changes of total

weight less than ε/2, and then use the fact that P is extendable and the fact that the total weight of Z is

at most ε/2 in order to reconnect the vertices of Z to X∪Y (and amongst themselves) so that the resulting

6Throughout Section 5.3.1, we use O(1) to denote a positive number which is bounded from above by a function of ε

(namely, independent of n and D).
7Indeed, this is the approach used in [58].
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graph will satisfy P. The total weight of edges we change by doing this is less than ε, a contradiction.

We now examine the partition P1, . . . , Pr of Y and perform a “cleaning” procedure analogous to the

one performed in applications of the regularity lemma. By this we mean that we make within Y (and

only within Y !) changes of total weight less than ε/2 so that if after these changes the set Y contains

an induced copy of some graph F , then in the original graph, a sample of O(1) vertices from Y finds one

such copy with high probability (whp). Here we will also rely on property (iv) of the partition. The fact

that G[X ∪ Y ] is ε/2-far from satisfying P and that we made changes of total weight less than ε/2 when

cleaning Y , means that after the cleaning, the subgraph induced by X ∪ Y indeed has an induced copy

of a graph F that does not satisfy P. We now claim that a sample of O(1) vertices of G finds a copy

of F whp. First, since the total weight of Z is small, sampling from G is (effectively) like sampling from

G[X ∪Y ]. Now let FX (resp. FY ) be the subgraph of F induced by X (resp. Y ). By the above discussion,

a sample of size O(1) finds a copy of FY whp. Now, and this is the first crucial point, the above property

(v) guarantees that the vertices of X belonging to FX form a copy of F with every set of vertices in Y

which forms a copy of FY . Moreover, and this is the second crucial point, property (ii) above guarantees

that a sample of O(1) vertices finds the8 copy of FX contained in X whp. Altogether, the algorithm finds

an induced copy of F using O(1) samples.

The new regularity lemma: As it turns out, one cannot hope to partition G as described in the first

paragraph above, and instead we will have to define a partition with a much more complicated set of

features, see Lemma 5.3.1 below. One of the main difficulties in proving this lemma is that on the one

hand, we would like to make sure that the weight of every vertex in Y is very small compared to the

total weight of each of the parts P1, . . . , Pr (this will ensure that each of these parts has sufficiently many

vertices, guaranteeing property (iv) above), while on the other hand, the number r of parts P1, . . . , Pr
needs to be very large in order to satisfy property (v) above (which forces the (average) weight of each

part to be very small). The proof of Lemma 5.3.1 will use some of the lemmas of Section 5.2, most notably

Lemma 5.2.11, which we will need to iterate (at least implicitly) in order to find the sought-after partition

in the statement of Lemma 5.3.1.

5.3.2 The Key Lemma

Lemma 5.3.1. For every function Ψ : N→ N and ε > 0 there is S = S5.3.1(Ψ, ε) > 0 such that for every

vertex-weighted graph (G,D) there is a partition V (G) = X ∪ Y ∪ Z, a partition P = {P1, . . . , Pr} of Y ,

vertex-sets Qi ⊆ Pi, and pairwise-disjoint vertex-sets Qi,1, . . . , Qi,t ⊆ Qi, where t = Ψ(|X| + r), such that

the following holds:

1. D(Z) < ε.

2. Every vertex in X has weight at least 1/S.

3. For every x ∈ X and for every 1 ≤ i ≤ r, either x is adjacent to all vertices of Pi, or to none of the

vertices of Pi.

8By “the” we mean that X might contain only a single copy of FX , but this copy has to be of weight Ω(1). This is in sharp

contrast to the situation within Y , where each copy of FY might have very small weight, but the total weight of such copies

must be Ω(1).
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4.
∑

1≤i≤r
∑
{x,y}∈(Pi2 )D(x)D(y) ≤ ε.

5.
∑

1≤i<j≤r D(Pi)D(Pj) · |d(Qi, Qj)− d(Pi, Pj)| ≤ ε.

6. For every 1 ≤ i ≤ r, all pairs (Qi,k, Qi,`) are 1
Ψ(|X|+r) -regular, and either all pairs (Qi,k, Qi,`) have

density at least 1
2 , or all pairs (Qi,k, Qi,`) have density less than 1

2 .

7. For every 1 ≤ i < j ≤ r and 1 ≤ k, ` ≤ t, the pair (Qi,k, Qj,`) is 1
Ψ(|X|+r) -regular and |d(Qi,k, Qj,`)−

d(Qi, Qj)| ≤ 1
Ψ(|X|+r) .

8. For every 1 ≤ i ≤ r and 1 ≤ k ≤ t, D(Qi,k) ≥ 1/S.

Note that Items 2 and 8 in Lemma 5.3.1 together imply that |X| + rt ≤ S. The following lemma

constitutes the main part of the proof of Lemma 5.3.1. After proving Lemma 5.3.2, we deduce Lemma

5.3.1 from Lemmas 5.3.2 and 5.2.10.

Lemma 5.3.2. For every function Ψ : N → N and ε > 0 there is S = S5.3.2(Ψ, ε) > 0 such that for

every vertex-weighted graph (G,D) there is a partition V (G) = X ∪ Y ∪ Z, a partition P = {P1, . . . , Pr}
of Y and vertex-sets Qi ⊆ Pi (for 1 ≤ i ≤ r) such that Items 1-5 in Lemma 5.3.1 hold (with respect to

S = S5.3.2(Ψ, ε)), and such that the following two conditions are satisfied.

(a) For every 1 ≤ i < j ≤ r, the pair (Qi, Qj) is 1
Ψ(|X|+r) -regular.

(b) For every 1 ≤ i ≤ r the following holds: D(Qi) ≥ 1/S, and all vertices in Qi have weight less than
1

Ψ(|X|+r) · D(Qi).

Proof. We may and will assume that the function Ψ is monotone increasing9, and that the function

S5.2.11(E ,m), whose existence is guaranteed by Lemma 5.2.11, is monotone decreasing in E and monotone

increasing in m. Here, being monotone decreasing in E means that if a pair of functions E1, E2 : N→ (0, 1)

satisfy E1(r) ≤ E2(r) for every r ∈ N, then S5.2.11(E1,m) ≥ S5.2.11(E2,m) for every m. For each s ∈ N,

define the function Es : N→ (0, 1) by

Es(r) = min

{
ε

2
,

1

Ψ(s+ r)

}
.

Now define the functions S′, S′′ : N→ N by setting:

S′(s) = S5.2.11 (Es, 2s · d1/εe) , S′′(s) = max

{
s,

2S′(s)

ε
·Ψ
(
s+ S′(s)

)}
.

Note that S′′(s) ≥ s for every s ∈ N, and that S′ and S′′ are monotone increasing. We define a monotone

increasing sequence s1, s2, . . . as follows: s1 = 1, and for each i ≥ 2, si = S′′(si−1). We will show that the

lemma holds with

S = S5.3.2(Ψ, ε) = sd2/εe .

Let (G,D) be a vertex-weighted graph. We iteratively define a sequence of pairwise-disjoint vertex-sets

X1, X2, . . . ⊆ V (G) as follows: let X1 be the set of all vertices of G of weight at least 1/s1; for each

9To guarantee that Ψ is monotone increasing, we can simply replace Ψ with the function Ψ′(s) := max{Ψ(0), . . . ,Ψ(s)}.
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i ≥ 2, let Xi be the set of all vertices in V (G) \ (X1 ∪ · · · ∪ Xi−1) having weight at least 1/si. Since

X1, X2, . . . are pairwise-disjoint, there must be 1 ≤ i ≤ d2/εe for which D(Xi) ≤ ε/2. We now set Z ′ = Xi,

X = X1 ∪ · · · ∪Xi−1 and Y ′ = V (G) \ (X ∪Z ′) = V (G) \ (X1 ∪ · · · ∪Xi). Note that D(Z ′) ≤ ε/2. Setting

s := si−1 ≤ sd2/εe−1 ≤ S, note that every vertex in X has weight at least 1
s (so in particular |X| ≤ s),

while every vertex in Y ′ has weight less than 1
si

= 1
S′′(s) .

If D(Y ′) < ε
2 then D(Y ′ ∪ Z ′) < ε, so the assertion of the lemma holds for Y = ∅ and Z = Z ′ ∪ Y ′,

and we are done. So we may and will assume from now on that D(Y ′) ≥ ε
2 . Let P ′0 be a partition of Y ′

into d1/εe parts such that
∑

P∈P ′0

∑
{x,y}∈(P2)D(x)D(y) ≤ ε, as guaranteed by Lemma 5.2.1. For every

x ∈ X, consider the partition Px := {NY ′(x), Y ′ \NY ′(x)} of Y ′. Let P0 be the common refinement of the

partitions P ′0 and (Px)x∈X . Then for every x ∈ X and P ∈ P0, either x is adjacent to every vertex of P ,

or x is not adjacent to any vertex of P . Moreover, we have |P0| ≤ 2|X| · d1/εe ≤ 2s · d1/εe.
Now apply Lemma 5.2.11 to (G[Y ′],DY ′) with parameters Es and m = 2s · d1/εe, and with the partition

P0 (noting that |P0| ≤ m), to obtain a partition P = {P0, P1, . . . , Pr} of Y ′ and vertex-sets Qi ⊆ Pi (for

1 ≤ i ≤ r), with the properties stated in that lemma. Note that in particular we have

r ≤ S5.2.11 (Es, 2s · d1/εe) = S′(s). (5.1)

Set Z = Z ′∪P0 and Y = Y ′ \P0, noting that D(P0) < Es(0) ≤ ε
2 , and hence D(Z) = D(Z ′)+D(P0) < ε, as

required by Item 1 in Lemma 5.3.1. Items 3 and 4 in Lemma 5.3.1 hold because each of the sets P1, . . . , Pr
is contained in some part of P0, and hence also in some part of P ′0. Item 2 of Lemma 5.3.1 was already

verified above, and Item 5 of Lemma 5.3.1 is guaranteed by Lemma 5.2.11. Item (a) holds because Lemma

5.2.11 guarantees that all pairs (Qi, Qj) are Es(r)-regular, and because Es(r) ≤ 1
Ψ(s+r) ≤

1
Ψ(|X|+r) (here we

used our choice of Es, the fact that |X| ≤ s, and the monotonicity of Ψ). It remains to prove Item (b). For

each 1 ≤ i ≤ r, we have

D(Qi) = DY ′(Qi) · D(Y ′) ≥ DY ′(Qi) ·
ε

2
≥ ε

2S5.2.11 (Es, 2s · d1/εe)

=
ε

2S′(s)
≥ 1

S′′(s)
≥ 1

S′′(sd2/εe−1)
=

1

sd2/εe
=

1

S
,

(5.2)

where in the second inequality we used the guarantees of Lemma 5.2.11, and later we used our choice of

S′ and S′′, the monotonicity of S′′, and the fact that s ≤ sd2/εe−1. Next, fix 1 ≤ i ≤ r and recall that all

vertices in Qi ⊆ Y ⊆ Y ′ have weight less than

1

S′′(s)
≤ 1

Ψ (s+ S′(s))
· ε

2S′(s)

≤ 1

Ψ(s+ r)
· D(Qi) ≤

1

Ψ(|X|+ r)
· D(Qi),

where in the first inequality we used our choice of S′′, in the last two inequalities we used the monotonicity

of Ψ, and in the second inequality we also used (5.1) and an intermediate step in (5.2). This shows that

D(u) < 1
Ψ(|X|+r) · D(Qi) for every 1 ≤ i ≤ r and u ∈ Qi, as required. �

Proof of Lemma 5.3.1. Define the functions

ζ : N→ (0, 1), ζ(m) = ζ5.2.10

(
Ψ(m),

1

Ψ(m)

)
,
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and

Ψ′ : N→ N, Ψ′(m) =
2Ψ(m)

ζ(m)
.

We may and will assume that the function ζ5.2.10(t, δ) is monotone decreasing in t and monotone increasing

in δ. This assumption implies that the function ζ defined above is monotone decreasing. We prove the

lemma with

S = S5.3.1(Ψ, ε) :=
S5.3.2(Ψ′, ε)

ζ(S5.3.2(Ψ′, ε))
≥ S5.3.2(Ψ′, ε) .

Let (G,D) be a vertex-weighted graph. Apply Lemma 5.3.2 to (G,D) with parameters Ψ′ and ε, to

obtain a partition V (G) = X ∪ Y ∪ Z, a partition P = {P1, . . . , Pr} of Y , and subsets Qi ⊆ Pi (for

1 ≤ i ≤ r) such that Items 1-5 of Lemma 5.3.1 hold (with respect to S5.3.2(Ψ′, ε)), and so do Items (a) and

(b) of Lemma 5.3.2.

Let us now prove that Items 6-8 (in Lemma 5.3.1) hold. It will be convenient to put m := |X|+ r. By

Item (b) in Lemma 5.3.2 and by our choice of Ψ′, we have

D(u) <
1

Ψ′(m)
· D(Qi) <

ζ(m)

Ψ(m)
· D(Qi) ≤ ζ(m) · D(Qi) (5.3)

for every 1 ≤ i ≤ r and u ∈ Qi. Recalling our choice of ζ, we see that Lemma 5.2.10 is applicable to

(G[Qi],DQi) with parameters t = Ψ(m) = Ψ(|X| + r) and δ = 1
Ψ(m) = 1

Ψ(|X|+r) . Applying Lemma 5.2.10

with this input, we obtain pairwise-disjoint vertex-sets Qi,1, . . . , Qi,t ⊆ Qi satisfying the properties stated

in that lemma. The guarantees of Lemma 5.2.10 immediately establish Item 6, and also imply that for

every 1 ≤ k ≤ t we have

D(Qi,k) ≥ ζ(m) · D(Qi) = ζ(|X|+ r) · D(Qi) ≥ ζ(|X|+ r) · 1

S5.3.2(Ψ′, ε)
≥ ζ(S5.3.2(Ψ′, ε))

S5.3.2(Ψ′, ε)
=

1

S
,

where in the second and third inequalities we used the fact that |X|+r, 1
D(Qi)

≤ S5.3.2(Ψ′, ε), as guaranteed

by Item 2 of Lemma 5.3.1 and Item (b) of Lemma 5.3.2; in the third inequality we also used the monotonicity

of ζ. This establishes Item 8. It remains to prove Item 7. By Item (a) of Lemma 5.3.2, the pair (Qi, Qj)

is 1
Ψ′(m) -regular for every 1 ≤ i < j ≤ r. Fix any 1 ≤ k, ` ≤ t. Recalling that 1

Ψ′(m) = ζ(m)
2Ψ(m) and that

D(Qi,k) ≥ ζ(m) · D(Qi), D(Qj,`) ≥ ζ(m) · D(Qj), we apply Item 1 of Lemma 5.2.3 to Qi, Qj , Qi,k, Qj,` with

parameter α = ζ(m), to conclude that |d(Qi,k, Qj,`)− d(Qi, Qj)| ≤ 1
Ψ′(m) ≤

1
Ψ(m) = 1

Ψ(|X|+r) , and that the

pair (Qi,k, Qj,`) is 1
Ψ(|X|+r) -regular, as required. �

5.3.3 The “If” Part of Theorem 13: Proof of Theorem 5.1.1

We first explain how to derive the “if” part of Theorem 13 from Theorem 5.1.1. Let P be a hereditary

and extendable graph property. Our tester for P will work as follows: given an input (G,D) and a

proximity parameter ε, the tester samples a sequence of vertices u1, . . . , us ∈ V (G) independently and with

distribution D, where s = sP(ε) is as in Theorem 5.1.1; the tester then accepts if and only if G[{u1, . . . , us}]
satisfies P. Since P is hereditary, this tester accepts with probability 1 if the input graph satisfies P. In

the other direction, Theorem 5.1.1 immediately implies that if the input (G,D) is ε-far from P then the

tester rejects with probability at least 2
3 , as required.

From now on our goal is to prove Theorem 5.1.1. We start by introducing variants of some definitions

from [10]. An embedding scheme is a complete graph K with a vertex partition AK ∪BK , such that every
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vertex in BK is colored black or white, every edge with an endpoint in AK is colored black or white, and

every edge contained in B is colored black, white or grey. Note that one of Ak, Bk may be empty; that

the vertices of AK are not colored; and that the edges with at least one endpoint in AK cannot be colored

grey. An embedding from a graph F to an embedding scheme K is a map ϕ : V (F )→ V (K) such that the

following holds:

1. For every a ∈ AK we have |ϕ−1(a)| ≤ 1.

2. For every b ∈ BK , if b is colored black then ϕ−1(b) induces a complete graph, and if b is colored white

then ϕ−1(b) induces an empty graph.

3. For every {x, y} ∈
(
V (K)

2

)
, if {x, y} is colored black then the bipartite graph between ϕ−1(x) and

ϕ−1(y) is complete, and if {x, y} is colored white then the bipartite graph between ϕ−1(x) and ϕ−1(y)

is empty (note that there are no restrictions in the case that {x, y} is colored grey).

Note that Condition 3 implies that for every a ∈ AK and x ∈ V (K) \ {a}, the bipartite graph between

ϕ−1(a) and ϕ−1(x) is either complete or empty. We use the notation F → K to mean that there is an

embedding from F to K. For a graph-family F and an integer m, let Fm be the family of all embedding

schemes K on at most m vertices, such that there is an embedding from some F ∈ F to K. We now

introduce a variant of the function ΨF defined in [10].

Definition 5.3.3. For a graph-family F and an integer m for which Fm 6= ∅, define

ΨF (m) = max
K∈Fm

min
F∈F :F→K

|V (F )|.

If Fm = ∅ then define ΨF (m) = 0.

We are now ready to prove Theorem 5.1.1.

Proof of Theorem 5.1.1. Let P be a hereditary and extendable graph property. Let F = F(P) be the

family of graphs which do not satisfy P. Fix ε ∈ (0, 1), and let Ψ : N→ N be the function

Ψ(m) = max

{
8

ε
,ΨF (m),

1

δ5.2.4(ΨF (m), ε8)

}
,

where ΨF is defined in Definition 5.3.3. We may and will assume that the function δ5.2.4(h, η) is monotone

decreasing in h and monotone increasing in η. Set S := S5.3.1(Ψ, ε4). We prove the theorem with

s = sP(ε) :=
2SS+1

δ5.2.4

(
S, ε8

) . (5.4)

Let (G,D) be a vertex-weighted graph which is ε-far from P. Apply Lemma 5.3.1 to (G,D) with

parameter ε
4 and with Ψ as above, to obtain a partition V (G) = X ∪ Y ∪Z, a partition {P1, . . . , Pr} of Y ,

subsets Qi ⊆ Pi (for 1 ≤ i ≤ r), and pairwise-disjoint subsets Qi,1, . . . , Qi,t ⊆ Qi, such that t = Ψ(|X|+ r)

and Items 1-8 in Lemma 5.3.1 hold.

We claim that G is 3ε
4 -far from any graph G′ on V (G) which satisfies G′[X ∪ Y ] ∈ P. So suppose by

contradiction that there is a graph G′ on V (G) such that G′[X ∪Y ] satisfies P and such that G′ is 3ε
4 -close
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to G. Since P is extendable, there is a graph G′′ on V (G) = V (G′) such that G′′[X ∪ Y ] = G′[X ∪ Y ]

and such that G′′ satisfies P. In order to turn G′ into G′′, we only need to add/delete edges which are

incident to vertices of Z. Therefore, the total weight of edge-changes needed to turn G′ into G′′ is at most

D(Z) < ε
4 , as guaranteed by Item 1 of Lemma 5.3.1. So we see that G can be turned into G′′, which satisfies

P, by adding/deleting edges whose total weight is less than 3ε
4 + ε

4 = ε, in contradiction the assumption

that (G,D) is ε-far from P.

We thus proved that G is 3ε
4 -far from any graph G′ satisfying G′[X ∪ Y ] ∈ P. Now, let G′ be the graph

obtained from G by doing the following changes:

1. For every 1 ≤ i ≤ r, if d(Qi,k, Qi,`) ≥ 1
2 for every 1 ≤ k < ` ≤ t then turn Pi into a clique, and if

d(Qi,k, Qi,`) <
1
2 for every 1 ≤ k < ` ≤ t, then turn Pi into an independent set. By Item 6 in Lemma

5.3.1, one of these options has to hold. The total weight of edge-changes needed in this item is at

most ε
4 by Item 4 of Lemma 5.3.1.

2. For every 1 ≤ i < j ≤ r, if d(Qi, Qj) > 1− ε
4 then add all edges between Pi and Pj , and if d(Qi, Qj) <

ε
4

then remove all edges between Pi and Pj (note that if ε
4 ≤ d(Qi, Qj) ≤ 1 − ε

4 then no changes are

made in the bipartite graph between Pi and Pj). The total weight of edge-changes needed in this item

is less than ε
2 by Item 5 of Lemma 5.3.1. Indeed, observe that the total weight of changes between

Pi, Pj is less than D(Pi)D(Pj) ·
(
|d(Qi, Qj)− d(Pi, Pj)|+ ε

4

)
by the triangle inequality. Hence, the

total weight of changes is less than∑
1≤i<j≤r

D(Pi)D(Pj) ·
(
|d(Qi, Qj)− d(Pi, Pj)|+

ε

4

)
≤

ε

4
+

∑
1≤i<j≤r

D(Pi)D(Pj) · |d(Qi, Qj)− d(Pi, Pj)| ≤
ε

2
.

Note that no edge with an endpoint in X was added/deleted in Items 1-2, so G′ and G agree on all edges

that are incident to vertices of X.

We see that the total weight of edge-changes made in Items 1-2 is less than 3ε
4 . So G′[X ∪ Y ] cannot

satisfy P, implying that G′[X ∪ Y ] ∈ F . Note that by definition (see Items 1-2 above), the graph G′ has

the following properties:

(a) For every 1 ≤ i ≤ r, Pi is either a clique or an independent set in G′. Moreover, Pi is a clique

in G′ then dG(Qi,k, Qi,`) ≥ 1
2 for every 1 ≤ k < ` ≤ t, and if Pi is an independent set in G′ then

dG(Qi,k, Qi,`) <
1
2 for every 1 ≤ k < ` ≤ t.

(b) For every pair 1 ≤ i < j ≤ r, if there is an edge in G′ between Pi and Pj then dG(Qi, Qj) ≥ ε
4 . Then

by Item 7 of Lemma 5.3.1 we have that dG(Qi,k, Qj,`) ≥ ε
4 −

1
Ψ(|X|+r) ≥

ε
8 for every 1 ≤ k, ` ≤ t.

Analogously, if there is a non-edge in G′ between Pi and Pj then dG(Qi, Qj) ≤ 1− ε
4 , which implies

(by Item 7 of Lemma 5.3.1) that dG(Qi,k, Qj,`) ≤ 1− ε
4 + 1

Ψ(|X|+r) ≤ 1− ε
8 for every 1 ≤ k, ` ≤ t.

Now let K be the following embedding scheme: AK = X and BK = {b1, . . . , br}; for each 1 ≤ i ≤ r,

vertex bi is colored black if Pi is a clique in G′ and white if Pi is an independent set in G′; for each x, x′ ∈ X,

edge {x, x′} is colored black if {x, x′} ∈ E(G) and white if {x, x′} /∈ E(G); for each x ∈ X, 1 ≤ i ≤ r,

edge {x, bi} is colored black if the bipartite graph between x and Pi is complete and white if this bipartite
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graph is empty (Item 3 in Lemma 5.3.1 implies that one of these options must hold); finally, for every

1 ≤ i < j ≤ r, edge {bi, bj} is colored black if the bipartite graph between Pi and Pj is complete in G′,

white if the bipartite graph between Pi and Pj is empty in G′, and grey otherwise.

Observe that the map ϕ : X ∪ Y → V (K) which maps x to itself (for every x ∈ X = AK) and Pi to bi
(for every 1 ≤ i ≤ r), is an embedding from G′[X ∪ Y ] to K. Since |V (K)| = |X|+ r, we have K ∈ Fm for

m := |X|+ r. By the definition of the function ΨF (see Definition 5.3.3), there is F ∈ F such that F → K

and |V (F )| ≤ ΨF (m) = ΨF (|X|+ r) ≤ Ψ(|X|+ r) = t.

Now, fixing an embedding ρ from F to K, write Wi := ρ−1(bi) = {wi,1, . . . , wi,fi} for 1 ≤ i ≤ r. Put

W = W1 ∪ · · · ∪Wr and H = F [W ]. We claim that the sets (Qi,k)1≤i≤r,1≤k≤fi satisfy the requirements 1-2

in Lemma 5.2.4 with respect to h = |V (F )| ≤ ΨF (m), η = ε
8 and H as above, in the graph G. In other

words, we show that one can apply Lemma 5.2.4 with the sets U1, . . . , Uh being (Qi,k)1≤i≤r,1≤k≤fi , and with

G as the host graph. We actually already proved that Item 1 in Lemma 5.2.4 holds; indeed, this follows

from the fact that F → K, the definition of the embedding scheme K, and Items (a)-(b) above. Item 2 of

Lemma 5.2.4 follows from Items 6-7 of Lemma 5.3.1, which together imply that for every 1 ≤ i ≤ j ≤ r

and 1 ≤ k ≤ fi, 1 ≤ ` ≤ fj (with the exception of (i, k) = (j, `)), the pair (Qi,k, Qj,`) is δ-regular with

δ = 1
Ψ(m) ≤ δ5.2.4(ΨF (m), ε8) ≤ δ5.2.4(h, ε8), as required.

We thus showed that Lemma 5.2.4 is applicable to the tuple of sets (Qi,k)1≤i≤r,1≤k≤fi and the graph

H = F [W ] (with the parameters defined above). Let U be the set of all tuples (ui,k)1≤i≤r,1≤k≤fi , where

ui,k ∈ Qi,k, which induce (in G) a copy of H = F [W ] in which ui,k plays the role of wi,k for every 1 ≤ i ≤ r
and 1 ≤ k ≤ fi. By Lemma 5.2.4, we have

∑
(ui,k)i,k∈U

r∏
i=1

fi∏
k=1

D(ui,k) ≥ δ5.2.4

(
h,
ε

8

)
·
r∏
i=1

fi∏
k=1

D(Ui,k) ≥ δ5.2.4

(
ΨF (m),

ε

8

)
· S−|W |, (5.5)

where in the last inequality we used the guarantees of Item 8 in Lemma 5.3.1 and the monotonicity of

the function δ5.2.4. Observe that for every (ui,k)i,k ∈ U , the subgraph of G induced by the vertex-set

X ∪ {ui,k : 1 ≤ i ≤ r, 1 ≤ k ≤ fi} contains an induced copy of F . Indeed, this follows from the definition

of U , the fact that F → K, and the definition of the embedding scheme K. Now sample an (|X| + |W |)-
tuple of vertices from G according to the distribution D and independently. Note that if every vertex in

X appears in the first |X| vertices of the sample, and if the tuple of the last |W | vertices of the sample

belongs to U , then the subgraph induced by the sample contains an induced copy of F and hence does not

satisfy P (as F ∈ F). The probability for this event is at least

δ5.2.4

(
ΨF (m),

ε

8

)
· S−|X|−|W | .

Here we used (5.5) and Item 2 in Lemma 5.3.1. Next, note that |X| + |W | ≤ |X| + rt ≤ S, where in the

last inequality we used Items 2 and 8 of Lemma 5.3.1. Similarly, ΨF (m) ≤ t ≤ S. So we see that a sample

of S random vertices induces a graph which does not satisfy P with probability at least δ5.2.4

(
S, ε8

)
· S−S .

Therefore, a sample of s = sP(ε) vertices (see (5.4)) induces a graph not satisfying P with probability at

least

1−
(

1− δ5.2.4

(
S,
ε

8

)
· S−S

)s/S
= 1−

(
1− δ5.2.4

(
S,
ε

8

)
· S−S

) 2SS

δ5.2.4(S, ε8 ) ≥ 1− e−2 ≥ 2

3
,

as required. This completes the proof. �
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It is natural to ask about the dependence on ε of the sample complexity of the tester supplied by

Theorem 13. One answer is that one cannot prove any upper bound on the sample complexity which

will hold uniformly for all properties P, because it was shown in [12] that no such bound exists even

in the standard model. Suppose then that one is interested only in “simple” properties such as induced

H-freeness (for some fixed H). In this case, it is not too hard to see that although we are iterating Lemma

5.2.11, which has wowzer-type bounds10 in this setting even for unweighted graphs (see [34, 76]), we are

still getting “only” a wowzer-type bound in Theorem 13. We should also point that it might be possible to

use the ideas in [34], together with those presented here, in order to get tower-type bounds on the sample

complexity of testing induced H-freeness in the VDF model.

5.4 Proof of the “Only-If” Part of Theorem 13

The proof of the “only-if” part of Theorem 13 is divided between Propositions 5.4.1 and 5.4.2. As shown in

[58], we can (and will) always assume that a VDF tester only queries the input graph on pairs of vertices

which it has sampled.

Proposition 5.4.1. If a graph property P is not extendable, then P is not testable in the VDF model.

Proof. Since P is not extendable, there is a graph G1 ∈ P, such that no (|V (G1)| + 1)-vertex graph

satisfying P contains G1 as an induced subgraph. Let G2 be a graph obtained from G1 by adding a

“new” vertex v (and putting an arbitrary bipartite graph between v and V (G1)), let D1 be the uniform

distribution on V (G1), and let D2 be the distribution on V (G2) which assigns weight 1
|V (G1)| to each

u ∈ V (G1) ⊆ V (G2) and weight11 0 to v.

It is clear that for every integer q, a sample of q vertices from G1 according to D1 is indistinguishable

from a sample of q vertices from G2 according to D2. Observe that G1 satisfies P while (G2,D2) is 1
|V (G1)|2 -

far from P. To see that the latter statement is true, observe that by our choice of G1, no matter how we

change the bipartite graph between v and V (G1), we will always get a graph that does not satisfy P. Hence,

in order to make G2 satisfy P, one must change the adjacency relation between a pair of vertices from

V (G1), whose weight (under D2) is 1
|V (G1)| . Now, the fact that (G1,D1) and (G2,D2) are indistinguishable

implies that P is not testable12 in the VDF model. �

Proposition 5.4.2. If a graph property P is not hereditary, then P is not testable in the VDF model.

10To be precise, we mean here that the “standard” way of establishing Lemma 5.2.11 (which is also the way we prove this

lemma here) is via the strong regularity lemma (see Lemma 5.2.9), which is known to only give wowzer-type bounds [34, 76].

In [34], (an unweighted variant of) Lemma 5.2.11 was proved without the use of the strong regularity lemma, thus giving

better, tower-type, bounds. This is alluded to in the following sentence.
11Evidently, if one does not wish to allow vertices of weight 0, then one can instead assign to v a weight tending to 0; or,

more accurately, a weight that is small enough with respect to (the inverse of) the sample complexity of an alleged tester for

P (in a proof by contradiction that such a tester does not exist).
12We note that if P is non-extendable but hereditary, then one can easily obtain infinitely many examples showing that P

is not testable (rather than just the one example given in the proof of Proposition 5.4.1). Indeed, instead of adding just one

vertex to G1, one can add to G1 any number k of vertices (for a large k), and give these new vertices weight o(1/k), while

distributing the remaining weight uniformly among the vertices of G1 (note that such an assignment is precisely what the

NLW VDF model, defined in Section 5.5 forbids). The assumption that P is hereditary implies that every graph obtained in

this way is 1−o(1)

|V (G1)|2 -far from satisfying P.
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Proof. Since P is not hereditary, there is a graph G1 and an induced subgraph G2 of G1, such that G1

satisfies P but G2 does not. Let D2 be the uniform distribution on V (G2), and let D1 be the distribution on

V (G1) which is supported on V (G2) ⊆ V (G1) and uniform when conditioned on V (G2), i.e. D1(u) = 1
|V (G2)|

if u ∈ V (G2) and D1(u) = 0 if u ∈ V (G1)\V (G2). Clearly, for every integer q, a sample of q vertices from G1

according to D1 is indistinguishable from a sample of q vertices from G2 according to D2. Also, G1 satisfies

P, whereas (G2,D2) is 1
|V (G2)|2 -far from P because G2 /∈ P. Thus, P is not testable13 in the VDF model. �

5.5 On Variations of the VDF Model and Related Problems

Let us give the precise definitions of the variations of the VDF model that we consider here.

The “large inputs” model In this model, a property P is testable if there exists a function

MP : (0, 1) → N such that for every ε > 0, P is ε-testable with sample complexity depending only

on ε under the promise that inputs (G,D) always satisfy |V (G)| ≥MP(ε)

The “size-aware” model In this model, testers are allowed to receive, as part of the input, the number

of vertices of the input graph.

The “no heavy-weights” (NHW) model In this model, a property P is testable if there exists a

function cP : (0, 1) → (0, 1) such that for every ε > 0, P is ε-testable with sample complexity depending

only on ε under the promise that inputs (G,D) always satisfy maxv∈V (G)D(v) ≤ cP(ε).

The “no light-weights” (NLW) model In this model, a property P is testable if for all ε, δ > 0, P is

ε-testable with sample complexity depending only on ε and δ under the promise that inputs (G,D) always

satisfy minv∈V (G)D(v) ≥ δ/|V (G)|.

Note that if P is testable in the “large inputs” model then it is also testable in the NHW model (because

by setting cP(ε) := 1/MP(ε) we can make sure that the input graph has at least MP(ε) vertices). Still, we

decided to handle the NHW model separately (instead of deducing the results for this model from their

counterparts for the “large inputs” model). This decision is due to two reasons: one is that in the course

of studying the NHW model, we answer another question raised in [58]; and the other is that our proof

that every hereditary property P is testable in the NHW model shows that P is testable in this model by

a tester that accepts if and only if the subgraph induced by the sample satisfies P. In contrast, the tester

for P in the “large inputs” model is not always of this form.

In Sections 5.5.1 and 5.5.2 we show that every hereditary graph property is testable in each of the four

models defined above.

13In analogy to Footnote 12, we note that if P is non-hereditary but extendable, then one can obtain infinitely many

examples showing that P is not testable (rather than just the one given in the proof of Proposition 5.4.2). Indeed, the

extendability of P implies that there are arbitrarily large graphs which satisfy P and contain G1 (and hence also G2) as an

induced subgraph. Each of these graphs (together with an appropriate distribution, as in the proof of Proposition 5.4.2) is a

witness to the non-testability of P.

98



5.5.1 Every Hereditary Property is Testable in the “Large Inputs”, “Size-Aware”

and NLW Models

Let us introduce some definitions that we will use throughout Section 5.5.1. Let P be a hereditary graph

property. A graph F is called P-good if for every r ≥ |V (F )| there is an r-vertex graph which satisfies

P and contains F as an induced subgraph; this in particular implies that F itself satisfies P. If F is not

P-good then it is called P-bad, and we denote by rP(F ) the minimal r ≥ |V (F )| such that there is no

r-vertex graph which satisfies P and contains F as an induced subgraph. In particular, if F does not

satisfy P then it is P-bad and rP(F ) = |V (F )|. Note that since P is hereditary, if F is P-bad then there

is no graph on r vertices for any r ≥ rP(F ) which satisfies P and contains F as an induced subgraph.

Now let H = H(P) be the property of being P-good. Then H ⊆ P and H is hereditary, which follows

from the definition of P-goodness and the fact that P is hereditary. Observe moreover that H is extendable

(in fact, if P itself is extendable then H = P). For an integer s ≥ 1, let RP(s) be the maximum of rP(F )

over all P-bad graphs F with at most s vertices; if no such graphs exist, we set RP(s) = 0 (this will

not matter later on). We are now ready to prove that every hereditary property is testable in the “large

inputs” model. This is done in the following proposition.

Proposition 5.5.1. For every hereditary property P there are functions MP , sP : (0, 1) → N such that

for every ε > 0, the property P is ε-testable with one-sided error and sample complexity sP(ε) under the

promise that inputs (G,D) always satisfy |V (G)| ≥MP(ε) vertices

Proof. Consider the (hereditary and extendable) property H = H(P) defined above. By Theorem 5.1.1,

there is a function sH : (0, 1) → N such that for every ε > 0 and for every vertex-weighted graph (G,D)

which is ε-far from H, a sample of s vertices from G (taken from D) induces a subgraph which does not

satisfy H with probability at least 2
3 .

Our (“large inputs”-model) tester for P samples sH(ε) vertices, and accepts if and only if the subgraph

induced by the sample satisfies H. We prove the lemma with M = MP(ε) := RP(sH(ε)).

Let (G,D) be a vertex-weighted graph with |V (G)| ≥M . Suppose first that G satisfies P. Our goal is

to show that the subgraph induced by a sample of sH(ε) vertices, taken from D and independently, satisfies

H with probability 1. So suppose by contradiction that G contains an induced subgraph F on at most

sH(ε) vertices which does not satisfy H. In other words, F is P-bad. By the definition of rP(F ), there is

no graph on rP(F ) vertices which satisfies P and contains F as an induced subgraph. As |V (G)| ≥ M =

RP(sH(ε)) ≥ rP(F ), and as P is hereditary, we get that G does not satisfy P, a contradiction.

Suppose now that (G,D) is ε-far from P. Then (G,D) is also ε-far from H, as H ⊆ P. By our choice of

sH(ε) via Theorem 5.1.1, a sample of sH(ε) vertices of G, taken from D and independently, does not satisfy

H with probability at least 2
3 . So our tester rejects (G,D) with probability at least 2

3 , as required. �

It is natural to ask whether we can replace the function MP(ε) in Proposition 5.5.1 by a constant

depending only on P (and not on ε). As is shown in the following proposition, we cannot.

Proposition 5.5.2. There is a hereditary property P such that for every M > 0, there is no tester for P
in the VDF model even under the promise that input graphs always have at least M vertices.

Proof. For each k ≥ 3, let C∗k be the graph obtained from the k-cycle Ck by adding an isolated vertex.

Consider the property P = {C∗k : k ≥ 3}-freeness. Let M > 0. Set G = CM and G′ = C∗M . Let D be
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the uniform distribution on V (G), and let D′ be the distribution on V (G′) which assigns weight 0 to the

isolated vertex in G′, and is uniform on the rest of the vertices of G′. Then G ∈ P and (G′,D′) is 1
M2 -far

from P, but a sample (of any number of vertices) from (G,D) is indistinguishable from a sample of the

same size from (G′,D′). This shows that P is not testable even under the promise that input graphs have

at least M vertices. �

We now move on to consider the “size-aware” model.

Proposition 5.5.3. Every hereditary property is testable with one-sided error in the “size-aware” model.

Proof. Let P be a hereditary property. Our goal is to design (and prove the correctness of) a one-sided-

error tester for P in the VDF model, under the promise that |V (G)| is given to the tester as part of the

input. Let MP : (0, 1)→ N be as in Proposition 5.5.1. On input ε ∈ (0, 1) and (G,D), our tester for P in

the “size-aware” model works as follows:

1. If |V (G)| ≥ MP(ε), then invoke the tester whose existence is guaranteed by Proposition 5.5.1, and

accept if and only if this tester accepts.

2. Otherwise, i.e. if |V (G)| < MP(ε), then do the following: setting M := MP(ε) and t := M log(3M)/ε,

sample vertices u1, . . . , ut ∈ V (G) according to D and independently, and put U := {u1, . . . , ut}.
Accept if and only if there exists a graph on |V (G)| vertices which satisfies P and contains G[U ] as

an induced subgraph (in the notation introduced at the beginning of Section 5.5.1, this is the same

as saying that rP(G[U ]) > |V (G)|).

Let us prove the correctness of our tester. First, Proposition 5.5.1 guarantees that if |V (G)| ≥MP(ε) then

the tester works correctly; namely, it accepts with probability 1 if G ∈ P, and rejects with probability at

least 2
3 if (G,D) is ε-far from P.

So from now on we may assume that |V (G)| < MP(ε). Suppose first that G ∈ P. Evidently, for every

U ⊆ V (G) there is a graph on |V (G)| vertices which satisfies P and contains G[U ] as an induced subgraph

(indeed, G is such a graph). Hence, the tester accepts G with probability 1, as required.

Suppose now that (G,D) is ε-far from P. Observe that for each v ∈ V (G), the probability that v /∈ U is

(1−D(v))t ≤ e−D(v)·t =

(
1

3M

)−D(v)·M/ε

.

Hence, if D(v) ≥ ε/M then the probability that v /∈ U is at most 1
3M . By the union bound, the

probability that there is v ∈ V (G) \ U with D(v) ≥ ε/M is at most 1
3 . Suppose then that every

v ∈ V (G) \ U satisfies D(v) < ε/M (as we just showed, this happens with probability at least 2
3). Then

D(V (G) \ U) < |V (G)| · ε/M < ε (here we used our assumption that |V (G)| < M). Now, if (by con-

tradiction) there were a graph G′ on |V (G)| vertices which satisfied P and contained G[U ] as an induced

subgraph, then one could turn G into G′ by only adding/deleting edges which are incident to vertices in

V (G) \U . Since D(V (G) \U) < ε, this would stand in contradiction to the assumption that (G,D) is ε-far

from P. We conclude that there is no such graph G′. This implies that (G,D) is rejected with probability

at least 2
3 , as required. �

Finally, we prove that every hereditary property is testable in the NLW model. This is done in the

following proposition.
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Proposition 5.5.4. For every hereditary property P there is a function tP : (0, 1)2 → N such that for all

ε, δ > 0, the property P is ε-testable with one-sided error and sample complexity tP(ε, δ) under the promise

that inputs (G,D) always satisfy minv∈V (G)D(v) ≥ δ/|V (G)|.

Proof. We start by specifying the function tP(ε, δ). Consider the (extendable and hereditary) property

H = H(P) defined above. By Theorem 5.1.1, there is a function sH : (0, 1) → N such that for every

ε > 0 and for every vertex-weighted graph (G,D) which is ε-far from H, a sample of sH(ε) vertices of

G (taken from D) induces a subgraph which does not satisfy H with probability14 at least 5
6 . Now set

R := RP(sH(ε)) and

t = tP(ε, δ) := max {sH(ε), 2R log(6R)/δ} .

Our tester for P in the NLW model simply samples a sequence of tP(ε, δ) vertices of the input and

accepts if and only if the subgraph induced by the sample satisfies P. Evidently, this tester accepts with

probability 1 if the input satisfies P. So to establish the correctness of our tester, it suffices to show that

it rejects with probability at least 2
3 if the input (G,D) is ε-far from P.

Let ε > 0 and let (G,D) be a vertex-weighted graph on n vertices which is ε-far from P, and in which all

vertices have weight at least δ/n. Let u1, . . . , ut be a sequence of t = tP(ε, δ) random vertices of G, taken

according to D and independently, and set U = {u1, . . . , ut}. We need to show that with probability at

least 2
3 , G[U ] does not satisfy P. Suppose first that n < 2R. We claim that in this case we have U = V (G)

with probability at least 2
3 (this is clearly sufficient because G itself does not satisfy P). For a vertex

v ∈ V (G), the probability that ui 6= v for every 1 ≤ i ≤ t is

(1−D(v))t ≤
(

1− δ

n

)t
<

(
1− δ

2R

)t
≤ e−

δt
2R ≤ 1

6R
.

So by the union bound over all n < 2R vertices of G, we see that with probability at least 2
3 , U = V (G),

as required.

Suppose now that n ≥ 2R. Our choice of s = sH(ε) guarantees that with probability at least 5
6 , the

graph F := G[{u1, . . . , us}] does not satisfy H, meaning that it is P-bad. We will now show that with

probability at least 5
6 , we have |U | ≥ R. This will imply that with probability at least 2

3 , G[U ] contains as

an induced subgraph a P-bad graph F on at most sH(ε) vertices, and also |U | ≥ R = RP(sH(ε)) ≥ rP(F ).

By the definition of rP(F ), this in turn will imply that G[U ] does not satisfy P, as required.

So from now on, our goal is to show that |U | ≥ R with probability at least 5
6 . Fix a partition of V (G)

into R sets V1, . . . , VR, each of size at least b nRc ≥
n

2R . For each 1 ≤ i ≤ R, let Ai be the event that

U ∩Vi 6= ∅. Note that if Ai occurs for every 1 ≤ i ≤ R, then |U | ≥ R. Since D(Vi) ≥ |Vi| · δn ≥
n

2R ·
δ
n = δ

2R ,

the probability that Ai does not occur is at most

(1−D(Vi))
t ≤

(
1− δ

2R

)t
≤ e−

δt
2R ≤ 1

6R
.

By the union bound, the probability that there is 1 ≤ i ≤ R for which Ai does not occur, is at most 1
6 , as

required. This completes the proof. �
14The statement of Theorem 5.1.1 only guarantees a success probability of 2

3
, but this can clearly be amplified to 5

6
by

repeating the experiment O(1) times.
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5.5.2 Every Hereditary Property is Testable in the NHW Model

Proposition 5.5.5. For every hereditary property P there are functions tP : (0, 1)→ N and cP : (0, 1)→
(0, 1) such that for every ε > 0, the property P is ε-testable with one-sided error and sample complexity

tP(ε) under the promise that inputs (G,D) always satisfy maxv∈V (G)D(v) ≤ cP(ε).

The key idea in the proof of Proposition 5.5.5, which appeared in [58], is to “blow up” the vertex-weighted

input graph (G,D) by replacing each vertex v with a vertex-set whose size is proportional to D(v), and

thus obtain an (unweighted) graph G′, to which one can apply known testability results in the standard

model. To this end, let us introduce some definitions. For a graph G, say on V (G) = {v1, . . . , vn}, and for

integers b1, . . . , bn ≥ 0, a (b1, . . . , bn)-blowup of G is any graph admitting a vertex-partition V1 ∪ · · · ∪ Vn
such that |Vi| = bi for every 1 ≤ i ≤ n, and such that the bipartite graph between Vi and Vj is complete if

{vi, vj} ∈ E(G) and empty if {vi, vj} /∈ E(G). The sets V1, . . . , Vn are called the blowup-sets. Note that we

do not pose any restrictions on the graphs induced by the sets V1, . . . , Vn; these graphs may be arbitrary.

For the rest of this section, as well as in Section 5.5.3, we will assume that all vertex-weights are rational,

as this will make for cleaner results. Then, at the end of Section 5.5.3, we will detail the changes that need

to be made in order to handle general (i.e., possibly irrational) weights.

Let G be a graph, let D be a distribution on V (G) = {v1, . . . , vn}, and let N ∈ N be such that

D(vi) · N is an integer for every 1 ≤ i ≤ n; such an N is called suitable. A (D, N)-blowup of G is a

(b1, . . . , bn)-blowup of G with bi = D(vi) ·N for every 1 ≤ i ≤ n. Note that a blowup is always treated as

“unweighted” (in other words, the distribution on its vertices is uniform). Goldreich [58] proved that for

every graph F and ε ∈ (0, 1), if a vertex-weighted graph (G,D) is ε-far from being F -free, then for every

suitable N , any (D, N)-blowup of G is ε

(|V (F )|
2 )

-far from being F -free. Goldreich further asked whether the(|V (F )|
2

)−1
-factor can be avoided. In the following lemma we show that this is indeed the case, and moreover

that an analogous statement holds for every hereditary property. This lemma is also the key ingredient in

the proof of Proposition 5.5.5.

Lemma 5.5.6. Let P be a hereditary graph property and let (G,D) be a vertex-weighted graph which is

ε-far from P. Then for every suitable N , any (D, N)-blowup of G is ε-far from P.

Proof. Fix any suitable N and let G′ be a (D, N)-blowup of G. As above, we use v1, . . . , vn to denote

the vertices of G, and V1, . . . , Vn to denote the corresponding blowup sets. Suppose by contradiction that

there is a graph H ′ on V (G′) that satisfies P and is ε-close to G′. Let H be the random graph defined as

follows: the vertex-set of H is V (H) = V (G) = {v1, . . . , vn}. To define the edge-set of H, sample for each

1 ≤ i ≤ n a vertex ui ∈ Vi uniformly at random, and make {vi, vj} an edge in H if and only if {ui, uj}
is an edge in H ′ (for 1 ≤ i < j ≤ n). Then H satisfies P (with probability 1) because H is isomorphic

to an induced subgraph of H ′ and P is hereditary. Let us compute the expected distance between H and

G (here the distance is with respect to the distribution D). For each 1 ≤ i < j ≤ n, the probability that

{vi, vj} ∈ E(G)4E(H) is precisely

|EG′(Vi, Vj)4EH′(Vi, Vj)|
|Vi||Vj |

=
|EG′(Vi, Vj)4EH′(Vi, Vj)|

D(vi)D(vj)N2
.
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Hence, the expected distance between H and G is∑
1≤i<j≤n

D(vi)D(vj) ·
|EG′(Vi, Vj)4EH′(Vi, Vj)|

D(vi)D(vj)N2
=

1

N2

∑
1≤i<j≤n

|EG′(Vi, Vj)4EH′(Vi, Vj)| ≤ ε,

where the last inequality uses the assumption that G′ is ε-close to H ′. So G is ε-close to a graph H which

satisfies P, a contradiction. �

Discussion By combining Lemma 5.5.6 with the result of [10] that all hereditary properties are testable

with one-sided error in the standard model, we obtain the following: for every hereditary property P, for

every vertex-weighted graph (G,D) which is ε-far from P, for every suitable N and for every (D, N)-blowup

G′ of G, it holds that G′ is ε-far from P with respect to the uniform distribution, and hence a sample of

some s = sP(ε) vertices of G′, taken uniformly and independently, induces a graph which w.h.p. does not

satisfy P. Observe that this induced subgraph of G′ has (essentially) the same distribution as the graph

S on [s] obtained by sampling vertices u1, . . . , us ∈ V (G) from D independently, and letting {i, j} ∈ E(S)

if and only if {ui, uj} ∈ E(S). Note that S is precisely the graph defined in Theorem 5.1.2. We thus

established Theorem 5.1.2, as promised in Section 5.1.

As noted in Section 5.1, the graph S defined above is a blowup of an induced subgraph of G, but is

not necessarily a subgraph of G in itself. This is because the sequence u1, . . . , us might contain several

vertices which belong to the same blowup-set. In other words, it may be the case that G′ contains

“forbidden subgraphs” which use several vertices from one of the blowup-sets, and thus do not correspond

to “forbidden subgraphs” in G. This creates an obstacle for proving Proposition 5.5.5, because in order

to prove this proposition we need to know that a (suitably chosen) random induced subgraph of G (and

not just the blowup thereof) does not satisfy P w.h.p. Avoiding this obstacle is precisely the reason for

the assumption that all vertices in G have relatively small weight. This assumption guarantees that it is

unlikely to sample more than once from one of the blowup-sets (or, in other words, that S is isomorphic

to G[{u1, . . . , us}].). We note that a different way of dealing with this obstacle is to restrict ourselves to

properties for which we can guarantee, by appropriately choosing the graphs inside the blowup-sets, that

there would not be any minimal forbidden subgraph which uses several vertices from one of the blowup-sets,

see Section 5.5.3.

Proof of Proposition 5.5.5. We start by specifying the functions tP and cP . By the main result of [10],

there is a function qP : (0, 1)→ N such that for every ε > 0 and for every (unweighted) graph G which is

ε-far from P, a sample of qP(ε) vertices from G, taken uniformly at random and independently, induces a

graph which does not satisfy P with probability at least 5
6 . Now set tP(ε) := qP(ε) and

cP(ε) :=
1

3q2
P(ε)

.

Our tester for P in the NHW model simply samples a sequence of t = tP(ε) vertices of the input and

accepts if and only if the subgraph induced by the sample satisfies P. Evidently, this tester accepts with

probability 1 if the input satisfies P. So to establish the correctness of our tester, it suffices to show that

it rejects with probability at least 2
3 if the input (G,D) is ε-far from P.
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Let ε > 0 and let (G,D) be a vertex-weighted graph on n vertices which is ε-far from P, and in which

all vertices have weight at most c, where c = cP(ε). Write V (G) = {v1, . . . , vn} and fix a positive integer

N such that D(vi) ·N is an integer for every 1 ≤ i ≤ n. Let G′ be an arbitrary (D, N)-blowup of G, and

denote the blowup-sets by V1, . . . , Vn. By Lemma 5.5.6, G′ is ε-far from P. This implies that a random

sequence u1, . . . , uq of q = qP(ε) vertices of G′, sampled uniformly and independently, induces a graph

which does not satisfy P with probability at least 5
6 .

Let ϕ : V (G′) → V (G) be the map which maps all elements of Vi to vi (for every 1 ≤ i ≤ n). Observe

that for u ∈ V (G′) sampled uniformly, the random vertex ϕ(u) ∈ V (G) has the distribution D (because

|Vi| = D(vi) · N = D(vi) · |V (G′)|). Furthermore, if a set U ⊆ V (G′) satisfies |Vi ∩ U | ≤ 1 for every

1 ≤ i ≤ n, then G[ϕ(U)] is isomorphic to G′[U ]. Let u1, . . . , uq be a random sequence of vertices of G′,

sampled uniformly and independently, and set U := {u1, . . . , uq}. Recall that G′[U ] does not satisfy P
with probability at least 5

6 . Furthermore, the probability that |Vi ∩ U | ≥ 2 for some 1 ≤ i ≤ n is at most

n∑
i=1

(
q

2

)
· D2(vi) ≤

q2

2
· c ·

n∑
i=1

D(vi) =
q2

2
· c =

1

6
.

We conclude that with probability at least 2
3 , G′[U ] does not satisfy P and |Vi∩U | ≤ 1 for every 1 ≤ i ≤ n,

implying that G[ϕ(U)] does not satisfy P either. This completes the proof. �

It is natural to ask whether the function cP(ε) appearing in Proposition 5.5.5 needs to depend on ε,

namely whether the statement of this proposition holds even if cP is a constant function (depending only

on P). It follows from Proposition 5.5.2, however, that this is not the case. In other words, allowing cP(ε)

to depend on ε is unavoidable.

5.5.3 Testing in the VDF Model vs. Testing in the Standard Model

It is natural to ask about the relation between the sample complexity for testing a property in the VDF

model and the sample complexity for testing it in the standard model. More specifically, it will be interesting

to resolve the following:

Problem 5.5.7. Is it true that every hereditary and extendable property P can be tested in the VDF model

with the same (or close to the same) sample complexity as in the (standard) dense graph model?

While at present we cannot answer this question, we can show that many natural properties P can be

tested in the VDF model with (exactly) the same sample complexity as that of the (optimal) tester for P
in the standard model, which works by sampling a certain number of vertices and accepting if and only if

they induce a graph which satisfies P. This is explained in the following paragraph.

As mentioned in Section 5.5.2, the assumption made in Proposition 5.5.5 regarding the non-existence

of high-weight vertices is needed in order to handle the possibility of having copies of some (forbidden)

graph F in G′ which do not correspond to copies of F in G. For some graph properties, however, such

an assumption is not required, as we can make sure that every copy of a minimal forbidden graph in G′

will correspond to such a copy in G. To make this precise, we need the following definition. A family of

graphs F is said to be blowup-avoidable if for every graph G, say on {v1, . . . , vn}, and for every n-tuple of

integers b1, . . . , bn ≥ 0, there is a (b1, . . . , bn)-blowup G′ of G with blowup-sets V1, . . . , Vn, such that there

is no induced copy of any F ∈ F in G′ which intersects some Vi in at least 2 vertices; in other words, for
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every F ∈ F , every induced copy of F in G′ corresponds to an induced copy of F in G. We say that a

hereditary property P is blowup-avoidable if the family of minimal forbidden induced subgraphs for P is

blowup-avoidable. We now prove the following proposition, which partially resolves Problem 5.5.7. The

proof is similar to that of Proposition 5.5.5.

Proposition 5.5.8. Let P be a hereditary property which is blowup-avoidable, and suppose that P admits a

standard-model tester which works by sampling qP(ε) vertices uniformly at random and independently, and

accepting if and only if the subgraph induced by the sample satisfies P. Then (assuming all vertex-weights

are rational) P is testable in the VDF model by a tester having one-sided error and sample complexity qP(ε).

Proof. Given an input (G,D), our VDF tester for P works by sampling (from D) a sequence of qP(ε)

vertices, and accepting if and only if the subgraph induced by the sample satisfies P. Since P is hereditary,

this tester accepts with probability 1 if the input graph satisfies P. So it remains to show that if the

input (G,D) is ε-far from P, then with probability at least 2
3 , a sequence of qP(ε) vertices of G, sampled

according to D and independently, induces a graph which does not satisfy P.

Let F = F(P) be the family of minimal forbidden induced subgraphs for P. Let (G,D) be a vertex-

weighted graph on n vertices, which is ε-far from P. Write V (G) = {v1, . . . , vn} and fix a positive integer

N such that D(vi) · N is an integer for every 1 ≤ i ≤ n. As P is blowup-avoidable, there is a (D, N)-

blowup G′ of G with blowup-sets V1, . . . , Vn, such that there is no induced copy of any F ∈ F in G′ which

intersects some Vi in at least 2 vertices. By Lemma 5.5.6, G′ is ε-far from P. So by our choice of qP(ε), with

probability at least 2
3 it holds that a sequence of qP(ε) vertices of G′, sampled uniformly and independently,

induces a graph which does not satisfy P, and hence contains an induced copy of some F ∈ F .

Let ϕ : V (G′) → V (G) be the map which maps all elements of Vi to vi (for every 1 ≤ i ≤ n). Observe

that for u ∈ V (G′) sampled uniformly, the random vertex ϕ(u) ∈ V (G) has the distribution D. Note

that by our choice of G′, if u1, . . . , ur ∈ V (G′) span an induced copy of some F ∈ F (in the graph G′),

then ϕ|{u1,...,ur} is injective (and hence an isomorphism), which implies that ϕ(u1), . . . , ϕ(ur) span an

induced copy of F in G. It is now easy to see that a sequence of qP(ε) vertices of G, sampled from D and

independently, does not satisfy P with probability at least 2
3 , as required. �

Discussion To demonstrate the usefulness of Proposition 5.5.8, observe that induced F -freeness is

blowup-avoidable for every F ∈ {P3, P4, C4}; indeed, this is established by taking the blowup-sets (in

the definition of blowup-avoidability) to be cliques. (Here Pk denotes the path with k vertices.) By com-

bining Proposition 5.5.8 with results for the standard model, namely Theorems 4 and 7, we immediately get

that induced F -freeness is testable in the VDF model with sample complexity poly(1/ε) if F ∈ {P3, P4},
and with sample complexity at most 2poly(1/ε) if F = C4.

Let us describe another corollary of Proposition 5.5.8. We say that a graph property P is closed under

blowups if for every graph G satisfying P, every blowup of G in which the blowup-sets are independent

also satisfies P. We claim that if a hereditary property P is closed under blowups then it is also blowup-

avoidable. To see this, let F be the set of minimal forbidden induced subgraphs for P, let G be an n-vertex

graph, let b1, . . . , bn ≥ 0 be integers and let G′ be the (b1, . . . , bn)-blowup of G in which the blowup-sets,

V1, . . . , Vn, are independent. Let F ∈ F and suppose that G′ contains an induced copy of F . If, by

contradiction, this copy intersects some Vi in more than one vertex, then F is a blowup of some graph

F ′ with |V (F ′)| < |V (F )|, where the blowup-sets are independent sets. Since P is closed under blowups
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and F /∈ P, we must have F ′ /∈ P; but this contradicts the fact that F is a minimal forbidden induced

subgraph for P. So we see that the conclusion of Proposition 5.5.8 applies to hereditary properties which

are closed under blowups. Some examples of such properties include Kt-freeness; the property of having a

homomorphism into a fixed graph H (and in particular the property of being k-colorable); and the property

of being the blowup of a fixed graph H (cf. [18]).

On the negative side, there are many natural hereditary properties which are extendable but not blowup-

avoidable, such as the property of being H-free for a graph H which is neither a clique nor contains isolated

vertices. It would be interesting to resolve Problem 5.5.7 for these properties.

Irrational weights Let us consider the case where we allow the distribution D to assign general (i.e., not

necessarily rational) weights. We use a simple (but somewhat long to outline) argument of approximating

irrational weights by rational ones. Let V be a finite set. Observe that for every distribution D on V and

for every δ > 0, there is a distribution D′ on V assigning rational weights and satisfying |D′(v)−D(v)| ≤ δ
for every v ∈ V . Now, let u1, . . . , uq ∈ V (resp. u′1, . . . , u

′
q ∈ V ) be random vertices sampled independently

from D (resp. D′). It is easy to see that the distributions of (u1, . . . , uq) and (u′1, . . . , u
′
q) have total

variation distance at most qδ. Indeed, for every sequence of vertices x1, . . . , xq ∈ V ,

∣∣P[u′1 = x1, . . . , u
′
q = xq]− P[u1 = x1, . . . , uq = xq]

∣∣ =

∣∣∣∣∣
q∏
i=1

D′(xi)−
q∏
i=1

D(xi)

∣∣∣∣∣
=

∣∣∣∣∣∣
q∑
j=1

(
D′(xj)−D(xj)

) j−1∏
i=1

D(xi)

q∏
i=j+1

D′(xi)

∣∣∣∣∣∣
≤

q∑
j=1

∣∣D′(xj)−D(xj)
∣∣ ≤ qδ.

It follows that if G1, G2 are graphs on V , then |distD′(G1, G2)−distD(G1, G2)| ≤ δ, because distD(G1, G2)

equals one half the probability that random vertices u, v ∈ V sampled (independently) according to D
satisfy {u, v} ∈ E(G1)4E(G2), and similarly for distD′(G1, G2).

Now suppose that T is an ε
2 -tester for some property P, which has success probability at least 5

6 under

the promise that all weights of the input distribution are rational. Suppose further that T works by

sampling q vertices (according to the given distribution) and inspecting the graph which they span; recall

that in our setting, all testers operate in this manner. We observe that T is in fact a valid ε-tester with

success probability 2
3 even if we allow irrational weights. Indeed, given an input (G,D) to T , simply

consider the above distribution D′ with δ := min{ ε2 ,
1
6q}, noting that if (G,D) is ε-far from P, then (G,D′)

is ε
2 -far from P (by the above discussion). Furthermore, the probability that T accepts (G,D) deviates by

at most qδ ≤ 1
6 from the probability that T accepts (G,D′), because qδ is an upper bound on the total

variation distance between the distributions of q random vertices sampled from D and D′, respectively. So

we see that T is indeed a valid ε-tester (even with irrational weights allowed). It follows that Propositions

5.5.5 and 5.5.8 also holds for general weights, where in Proposition 5.5.8 we need to slightly increase the

sample complexity to (say) qP(ε/2) (in Proposition 5.5.5 this increase can be absorbed by the function t).
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5.5.4 Which Properties are Testable in the Variations of the VDF Model?

It may be interesting to characterize the graph properties which are testable in each of the four variations

of the VDF model (defined at the beginning of Section 5.5). We sometimes call these the restricted models.

Problem 5.5.9. Which graph properties are testable in the “large inputs”/“size-aware”/NHW/NLW model?

While at the moment we are unable to resolve Problem 5.5.9, we can rule out some initial guesses. A

first guess might be that only hereditary properties are testable in these models. This, however, turns out

to be false; for example, connectivity and hamiltonicity are testable in each of these models, as implied by

the following proposition.

Proposition 5.5.10. Let P be a graph property such that for every ε > 0 there is M(ε) so that every

vertex-weighted graph on at least M(ε) vertices is ε-close to P. Then P is testable in all four variations

of the VDF models.

Proof. The fact that P is testable in the “large inputs” (resp. NHW) model is trivial; indeed, by choosing

MP(ε) := M(ε) (resp. cP(ε) := 1/M(ε)) we can make sure that every input graph will be ε-close to P, so

a tester that always accepts without making any queries is a valid tester for P.

Let us now consider the NLW model. Given ε, δ > 0 and an input graph (G,D) with all vertex-weights at

least δ/|V (G)|, our tester for P works as follows: setting M := M(ε), the tester samples t := M log(3M)/δ

vertices according to D and independently; if the number of distinct vertices in the sample is at least M

then the tester accepts (without making any queries), and otherwise the tester accepts if and only if the

subgraph induced by the sample satisfies P. To see that this is a valid tester, observe that if G has less

than M vertices, then with probability at least 2
3 , the tester samples all of the vertices (this follows from

our choice of t and the fact that every vertex has weight at least δ/|V (G)| > δ/M). And if G has at least

M vertices then (G,D) is ε-close to P by assumption.

Finally, let us prove that P is testable in the “size-aware” model. In this model, our tester for P works

as follows. On input ε > 0 and (G,D), the tester distinguishes between the cases |V (G)| ≥ M(ε) and

|V (G)| < M(ε). In the former case, the tester accepts without making any queries, and in the latter case,

the tester samples t := M log(3M)/ε vertices u1, . . . , ut ∈ V (G) according to D and independently (where

M = M(ε)), and accepts if and only if there is a graph on |V (G)| vertices which satisfies P and contains

G[{u1, . . . , ut}] as an induced subgraph. The proof of correctness for this tester is similar to the proof of

Proposition 5.5.3, and we leave the details to the reader. �

In order to apply Proposition 5.5.10 to the properties of connectivity and hamiltonicity, we observe

that any vertex-weighted graph (G,D) with |V (G)| ≥ 1/ε is ε-close to being hamiltonian (and hence

also connected). To see that this holds, take a random (cyclic) ordering v1, . . . , vn of the vertices of G,

and observe that for every pair of distinct u,w ∈ V (G), the probability that there is 1 ≤ i ≤ n such

that {u,w} = {vi, vi+1} is n/
(
n
2

)
= 2

n−1 . This implies that the expected value of
∑n

i=1D(vi)D(vi+1) is

2
n−1 ·

∑
u,w∈V (G)D(u)D(w) = 2

n−1 ·
1
2 ·
(

1−
∑

v∈V (G)D(v)2
)
≤ 1

n−1 ·
(
1− 1

n

)
= 1

n , where the last inequality

follows from Cauchy-Schwarz (and the first sum is over unordered pairs {u,w}). Let us also note that for

connectivity there is a simpler argument: if (G,D) is a vertex-weighted graph with |V (G)| ≥ 1/ε, then

there is v ∈ V (G) with D(v) ≤ ε, and we can make G connected by connecting v to all other vertices.
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Note that in some of the restricted models (e.g. the NLW model), the tester given by (the proof of)

Proposition 5.5.10 has 2-sided error. It is also not hard to see that the NLW model admits no 1-sided-error

tester for, e.g., connectivity. This shows that (some of) the restricted models allow for properties which

are testable with 2-sided error but not with 1-sided error (unlike the “ordinary” VDF model, where we

know that every testable property can be tested with 1-sided error, as follows from Theorems 13 and 5.1.1;

see also [58, Theorem 2.3]).

Another natural guess regarding the answer to Problem 5.5.9 would be that every property which is

testable in the standard model is also testable in the restricted models. (See [7] for a characterization of

the properties testable in the standard model.) This guess is ruled out by the following proposition, that

describes a property which is testable in the standard model but not in any of the restricted models. Here

we somewhat diverge from the type of properties considered so far; while up to now we only considered

properties which are testable in the standard model with 1-sided error, the property described in Proposition

5.5.11 requires 2-sided error (for testing in the standard model).

Proposition 5.5.11. The property P of having edge-density15 at most 1
4 is not testable in either of the

four variations of the VDF model.

Proof. Let G1 be the n-vertex graph consisting of a clique of size n
2 and n

2 isolated vertices, and let D1

be the uniform distribution on V (G1). Let G2 be the n-vertex graph consisting of a clique X of size 3n
4

and n
4 isolated vertices, and let D2 be the distribution on V (G2) that assigns weight 2

3n to every vertex of

X, and weight 2
n to every vertex of V (G2) \X. Note that (G1,D1) and (G2,D2) are valid inputs in each

of the four variations of the VDF model (provided that n is large enough), and that G1 satisfies P while

(G2,D2) is Ω(1)-far from P. On the other hand, we now show that for every q, a sample of q vertices from

(G1,D1) is indistinguishable from a sample of q vertices from (G2,D2) (provided that n is large enough

with respect to q). To this end, let Ui be a set of q random vertices of Gi sampled according to Di and

independently (for i = 1, 2). Then for both i = 1, 2, the graph Gi[Ui] consists of a clique and some isolated

vertices. Letting Xi be the clique in Gi[Ui], we have

P[|X1| = k] = o(1) +

(
q

k

)
·
k−1∏
i=0

(n
2
− i
)
·
q−k−1∏
i=0

(n
2
− i
)
·
(

1

n

)q
= (1 + o(1))

(
q

k

)
·
(

1

2

)q
,

P[|X2| = k] =

o(1) +

(
q

k

)
·
k−1∏
i=0

(
3n

4
− i
)
·
q−k−1∏
i=0

(n
4
− i
)
·
(

2

3n

)k
·
(

2

n

)q−k
=

(1 + o(1))

(
q

k

)
·
(

1

2

)q
,

where in both cases, the additive term o(1) accounts for the event that some vertex has been sampled more

than once. So we see that |P[|X1| = k]− P[|X2| = k]| = o(1). This implies that the total variation distance

15The edge-density of a (possibly vertex-weighted) graph G is defined as 2e(G)/|V (G)|2; in other words, the density is

defined with respect to the uniform distribution on V (G); it ignores the given distribution D.
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between the distribution of G1[U1] and the distribution of G2[U2] is o(1). It follows that P is not testable

in any of the four variations of the VDF model (note that knowing n does not help to distinguish between

(G1,D1) and (G2,D2), since these graphs have the same number of vertices). �

The proof of Proposition 5.5.11 can be adapted to show that other properties which are testable in the

standard model are not testable in any of the four variations of the VDF model. These include the property

of having a cut with at least αn2 edges (for 0 < α < 1
4) and the property of containing a clique with at

least αn vertices (for 0 < α < 1). Again, all these properties require 2-sided error (in the standard model).

The proof of Proposition 5.5.11 relies on the fact that, by definition, the VDF models do not allow for

uniform samples. It would be interesting to study which properties are testable in the setting where one

can sample vertices both according to the uniform distribution and according to the given distribution D;

see [58, Section 4] for some results in this direction.
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Chapter 6

Testing Linear Inequalities of Subgraph

Statistics

In this chapter we prove Theorems 16 and 18. Recall that Πh,w,b denotes the property of all graphs G

satisfying
∑

H wH · p(H,G) ≤ b, where p(H,G) is the induced density of H in G; H runs over all graphs

with h vertices (for some fixed h); and b and (wH)H are positive rationals. We remind the reader that

Theorem 16 asserts that there is a choice of (h,w, b) for which Πh,w,b is not testable, while Theorem 18

states that Πh,w,b has a size-oblivious POT only if the triple of parameters (h,w, b) has the so-called removal

property (see Definition 17).

6.1 Proof of Theorem 16

Let Πh,w,b be as in the statement of Theorem 16. Our goal is to show that Πh,w,b is not testable. Before

delving into the details of the proof, let us give a rough outline of it. The main idea behind the proof

is to show that Πh,w,b encodes the property of being quasirandom with edge density 1
2 (for the definition

of a quasirandom graph, see the paragraph below Fact 6.1.3). More precisely, we show that if a graph G

satisfies Πh,w,b, then its edge density must be roughly 1/2 and its C4 density roughly 1/16, which is known

to imply that G is quasirandom (see [33]).

Then, to show that Πh,w,b is not testable, we argue as follows. We fix an n-vertex graph G which satisfies

Πh,w,b, let Γ be the N/n-blowup of G (for n,N to be chosen later), and let V1, . . . , Vn be the parts of this

blowup, corresponding to the vertices of G. Now, every pair of parts Vi, Vj forms either a complete or an

empty bipartite graph in Γ, which means that Γ cannot be 1
n -quasirandom (with density 1

2). It follows

that in order to turn Γ into a quasirandom graph, one must make many changes in all bipartite graphs

(Vi, Vj). Therefore, Γ is Ω(1)-far from being quasirandom, and hence also Ω(1)-far from Πh,w,b.

Now, fix an N -vertex graph Γ∗ which satisfies Πh,w,b. We use the counting lemma (see Lemma 6.1.4)

to argue that as G and Γ∗ are quasirandom and Γ is a blowup of G, the small-subgraphs statistics of Γ

and Γ∗ are roughly the same, meaning that a tester which makes few samples cannot distinguish between

them. Since n,N can be chosen arbitrarily large, Πh,w,b does not have a tester whose sample complexity

is independent of the size of the input.

We now fill in the details of the above rough plan. As a first step towards proving the theorem, we
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give a different description of Πh,w,b in terms of injective densities of edges and 4-cycles, see Lemma 6.1.2

below. First we need to introduce some notation. For a graph G, denote

z(G) :=
∑

H:|V (H)|=4

wH · p(H,G),

where the weights wH are defined in the statement of Theorem 16. Under this notation, we have Πh,w,b =

{G : z(G) ≤ b}. It will be convenient to denote nh := n · (n− 1) · · · · · (n− h+ 1). For a pair of graphs H

and G, define

tinj(H,G) =
1

nh
|{ϕ : V (H)→ V (G) injective s.t. uv ∈ E(H)⇒ ϕ(u)ϕ(v) ∈ E(G)}|,

and

tind(H,G) =
1

nh
|{ϕ : V (H)→ V (G) injective s.t. uv ∈ E(H)⇔ ϕ(u)ϕ(v) ∈ E(G)}|.

Note that tind(H,G) = p(H,G) · aut(H)/h!, where aut(H) is the number of automorphisms of H. Let us

recall the following basic property of subgraph densities:

Fact 6.1.1. For every pair of graphs F,G and h ≥ v(F ), it holds that p(F,G) =
∑

H p(F,H) · p(H,G),

where the sum is over all h-vertex graphs H.

The following lemma gives a simpler description of the property Πh,w,b.

Lemma 6.1.2. Πh,w,b = {G : φ(G) ≤ 0}, where φ(G) = 2tinj(C4, G)− tinj(K2, G) + 3
8 .

Proof. First, note that tinj(K2, G) = p(K2, G). Now, as C4, D4,K4 are the only 4-vertex graphs containing

C4 as a subgraph, we have

tinj(C4, G) = tind(C4, G) + 2tind(D4, G) + tind(K4, G)

=
aut(C4)

4!
· p(C4, G) + 2 · aut(D4)

4!
· p(D4, G) +

aut(K4)

4!
· p(K4, G)

=
1

3
p(C4, G) +

1

3
p(D4, G) + p(K4, G).

Plugging the above into the definition of φ(G), we get:

φ(G) =
2

3
p(C4, G) +

2

3
p(D4, G) + 2p(K4, G)− p(K2, G) +

3

8

=
2

3
p(C4, G) +

2

3
p(D4, G) + 2p(K4, G) + p(K2, G)− 5

8

=
2

3
p(C4, G) +

2

3
p(D4, G) + 2p(K4, G) +

∑
H:|V (H)|=4

p(K2, H)p(H,G)− 5

8

=
∑

H:|V (H)|=4

2wH · p(H,G)− 5

8
.

Here, the penultimate inequality uses Fact 6.1.1. So we see that φ(G) ≤ 0 holds if and only if∑
H:|V (H)|=4wH · p(H,G) ≤ 5/16, namely if and only if G ∈ Πh,w,b, as required. �
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We will need the following well-known fact, which is closely related to the well-known Kovári-Sós-Turán

theorem [78]. For a proof of this fact, see e.g. [2, Lemma 2.1].

Fact 6.1.3. Every n-vertex graph G satisfies1 tinj(C4, G) ≥ tinj(K2, G)4 −O
(

1
n

)
.

We now give some background on quasirandomness. For a thorough overview of the subject, we refer

the reader to [79]. In what follows, we write x = y ± z to mean that x ∈ [y − z, y + z]. An n-vertex graph

G is δ-quasirandom (with density 1
2) if for every pair of disjoint sets U, V ⊆ V (G) such that |U |, |V | ≥ δn,

it holds that e(U, V ) =
(

1
2 ± δ

)
|U ||V |.

For a family of graphs F and a graph G, define p(F , G) :=
∑

F∈F p(F,G). The well-known counting

lemma states that a quasirandom graph has approximately the same distribution of small subgraphs as a

random graph with the same density. Here we use the following variant (see e.g. [33]).

Lemma 6.1.4 (Counting lemma). For every s ≥ 2 and ε > 0 there is δ = δ(s, ε) > 0 such that for every

family F of s-vertex graphs and for every δ-quasirandom graph G, it holds that

p(F , G) =
∑
F∈F

2−(s2)
s!

aut(F )
± ε.

Note that for each s-vertex graph F , the quantity 2−(s2) s!
aut(F ) is just the expected value of p(F,G(n, 1

2)).

The following seminal result of Chung, Graham and Wilson [33] states that quasirandomness essentially

boils down to having the “right” densities of edges and 4-cycles.

Theorem 6.1.5 ([33]). For every δ ∈ (0, 1) there are γ = γ(δ) and n0 = n0(δ) such that if a graph G on

at least n0 vertices satisfies

tinj(K2, G) =
1

2
± γ and tinj(C4, G) ≤ 1

16
+ γ, (6.1)

then G is δ-quasirandom.

An important ingredient in the proof of Theorem 16 is the following lemma, which shows that graphs

that satisfy Πh,w,b must be quasirandom.

Lemma 6.1.6. For every δ ∈ (0, 1) there is n0(δ) such that every graph G ∈ Πh,w,b on n ≥ n0(δ) vertices

is δ-quasirandom.

Proof. In light of Theorem 6.1.5, it is enough to show that for every γ ∈ (0, 1) there is n0(γ) such that

every G ∈ Πh,w,b on n ≥ n0(γ) vertices satisfies (6.1). So fix any γ ∈ (0, 1), and let G ∈ Πh,w,b be a graph

on n ≥ n0 vertices (for n0 to be chosen later). By Fact 6.1.3, we have

tinj(C4, G) ≥ tinj(K2, G)4 −O
(

1

n

)
≥ tinj(K2, G)4 − γ2

2
, (6.2)

where the last inequality holds if n is large enough (as a function of γ). So we see that

2tinj(K2, G)4 − tinj(K2, G) +
3

8
≤ 2tinj(C4, G) + γ2 − tinj(K2, G) +

3

8
= φ(G) + γ2 ≤ γ2, (6.3)

1Usually this inequality is stated in terms of the homomorphism density, as t(C4, G) ≥ t(K2, G)4 (in fact, this is the form

in which Fact 6.1.3 appears in [2]). The error-term O( 1
n

) accounts for the difference between the homomorphism density and

the injective density, see [79, Section 5.2.3].
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where the first inequality follows from (6.2), and the second inequality follows from Lemma 6.1.2. Note

that the function x 7→ 2x4 − x + 3
8 is convex, and attains its minimum at x = 1/2. Therefore, if we had

tinj(K2, G) > 1
2 + γ, then we would have

2tinj(K2, G)4 − tinj(K2, G) +
3

8
> 2

(
1

2
+ γ

)4

−
(

1

2
+ γ

)
+

3

8
= 2γ4 + 4γ3 + 3γ2 > γ2.

Similarly, if we had tinj(K2, G) < 1
2 − γ, then we would have

2tinj(K2, G)4 − tinj(K2, G) +
3

8
> 2

(
1

2
− γ
)4

−
(

1

2
− γ
)

+
3

8
= 2γ4 − 4γ3 + 3γ2 > γ2.

In any case, we see that |tinj(K2, G)− 1
2 | > γ would stand in contradiction to (6.3). Hence, tinj(K2, G) =

1
2 ± γ. By using again the fact that φ(G) ≤ 0 (see Lemma 6.1.2), we get that

tinj(C4, G) ≤ tinj(K2, G)

2
− 3

16
≤ 1

4
+
γ

2
− 3

16
<

1

16
+ γ.

We have thus shown that (6.1) holds, as required. �

By combining Lemmas 6.1.6 and 6.1.4, we immediately obtain the following corollary.

Corollary 6.1.7. For every s ≥ 2 and ε ∈ (0, 1) there is n1 = n1(s, ε) such that every G ∈ Πh,w,b on

n ≥ n1 vertices satisfies the following. For every family F of s-vertex graphs, it holds that

p(F , G) =
∑
F∈F

2−(s2)
s!

aut(F )
± ε.

We are now ready to prove Theorem 16.

Proof of Theorem 16. We start by showing that Πh,w,b is non-empty. More specifically, we prove that

for every integer n ≥ 4, there exists an n-vertex graph satisfying Πh,w,b. Let G ∼ G(n, 1
2). It is easy to see

that E[tinj(K2, G)] = 1
2 and E[tinj(C4, G)] = 1

16 . Hence,

E[φ(G)] = 2E[tinj(C4, G)]− E[tinj(K2, G)] +
3

8
= 0.

It follows that there is an n-vertex graph with φ(G) ≤ 0, and hence G ∈ Πh,w,b by Lemma 6.1.2.

Now suppose by contradiction that Πh,w,b is testable, and let T be a tester for Πh,w,b. Denote by s the

sample complexity of T when invoked with approximation parameter ε = 0.1.

In what follows, it will be convenient to assume that when invoked with input G (and approximation

parameter 0.1), T works not by sampling s vertices independently (as required in Definition 1), but rather

that T samples the vertices without repetition; or, equivalently, that T samples a subset of V (G) of size s

(uniformly at random). This assumption regarding the operation of T is justified because for input graphs

G with sufficiently many vertices, sampling from V (G) with repetition is essentially the same as sampling

without repetition. Thus, if Πh,w,b has a tester which samples with repetition (as we assume here), then it

also has a tester which samples without repetition. We leave the details to the reader.

So from now on we assume that when invoked with input G (and approximation parameter 0.1), T
works by sampling a subset of V (G) of size s (uniformly at random). It follows that for every n ≥ 1,
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there is a family F = F(n) of (rejection) graphs of order s such that when invoked on input graphs with

n vertices, T rejects if and only if the subgraph induced by its sample belongs to F(n). The fact that T
is a valid tester implies that the following holds for every n-vertex graph G.

1. p(F , G) ≤ 1
3 if G ∈ Πh,w,b;

2. p(F , G) ≥ 2
3 if G is 0.1-far from Πh,w,b.

Let n = max{10, 5s2, n1(s, 1
9)} and N = max{n0( 1

n), n1(s, 1
9)}, where n1 is from Corollary 6.1.7 and

n0 is from Lemma 6.1.6. Let G be an arbitrary n-vertex graph which satisfies Πh,w,b, and suppose (for

convenience) that V (G) = [n]. Let Γ be the N
n -blow-up of G. That is, Γ is obtained from G by replacing

each vertex i ∈ [n] = V (G) with a vertex-set Vi of size N/n, and replacing edges (resp. non-edges) of G

with complete (resp. empty) bipartite graphs. Note that |V (Γ)| = N .

We claim that Γ is 0.1-far from Πh,w,b. Indeed, fix any Γ′ ∈ Πh,w,b with N vertices. By our choice

of N via Lemma 6.1.6, Γ′ is 1
n -quasirandom. As |V1| = · · · = |Vn| = N

n , quasirandomness implies that

eΓ′(Vi, Vj) = (1
2 ±

1
n) · (N/n)2 for every pair 1 ≤ i < j ≤ n. But since eΓ(Vi, Vj) ∈ {0, (N/n)2}, we must

change at least (1
2 −

1
n)(N/n)2 ≥ 0.4(N/n)2 edges between Vi and Vj for every 1 ≤ i < j ≤ n, in order to

turn Γ into Γ′. Therefore, the distance between Γ and Γ′ is at least
(
n
2

)
· 0.4(N/n)2 ≥ 0.1N2. This shows

that Γ is indeed 0.1-far from Πh,w,b, as required.

Now, let S ∈
(
V (Γ)
s

)
be chosen uniformly at random, and let B be the event that there exists 1 ≤ i ≤ n

for which |S ∩ Vi| > 1. Note that P(B) ≤
(
s
2

)
/n < 1

9 , where the last inequality follows from our choice of

n. Observe that conditioned on Bc, the probability that Γ[S] is isomorphic to a given s-vertex graph F is

exactly p(F,G). Hence, setting F := F(N) and ρ :=
∑

F∈F 2−(s2) s!
aut(F ) , we have

p(F ,Γ) = P[Γ[S] ∈ F ] ≤ P(Γ[S] ∈ F | Bc) + P(B) < P(Γ[S] ∈ F | Bc) +
1

9

= p(F , G) +
1

9
≤
∑
F∈F

2−(s2)
s!

aut(F )
+

1

9
+

1

9
= ρ+

2

9
,

(6.4)

where in the last inequality we used our choice of n via Corollary 6.1.7. As Γ is 0.1-far from Πh,w,b, Item

(b) above implies that p(F ,Γ) ≥ 2
3 , which together with (6.4) implies that ρ > 4

9 .

Now fix an arbitrary N -vertex graph Γ∗ ∈ Πh,w,b. Then by Item (a) above, p(F ,Γ∗) ≤ 1
3 . But our

choice of N via Corollary 6.1.7 implies that

p(F ,Γ∗) ≥
∑
F∈F

2−(s2)
s!

aut(F )
− 1

9
= ρ− 1

9
>

4

9
− 1

9
=

1

3
,

a contradiction. This completes the proof of the theorem. �

A careful examination of the proof of Lemma 6.1.6 can reveal how we came up with the function

φ(G) = 2tinj(C4, G) − tinj(K2, G) + 3
8 , from which we then obtained the choice of weight function w and

independent coefficient b appearing in the statement of Theorem 16. Evidently, our plan for proving

Theorem 16 was to find a linear inequality involving subgraph densities, which encodes the property of

being quasirandom (with density 1
2). Since quasirandomness depends only on the densities of edges and 4-

cycles (see Theorem 6.1.5), it is natural to look for an inequality involving only these two parameters. Since

every quasirandom graph satisfies tinj(C4, G) ≈ tinj(K2, G)4, it makes sense to try the following heuristic:
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start with a polynomial of the form p(x) = x4 +ax+b, plug in x = tinj(K2, G) and replace x4 = tinj(K2, G)4

with tinj(C4, G), hoping that the resulting linear inequality tinj(C4, G) + a · tinj(K2, G) + b ≤ 0 will have

the required properties. For this to work, it is necessary that the polynomial p has a global minimum at

x = 1
2 and that p equals 0 at this point (so as to force graphs satisfying the inequality to have density 1

2).

Solving the constraints p(1
2) = p′(1

2) = 0 for a and b, one obtains a = −1
2 and b = 3

16 . Multiplying the

resulting p by 2, one recovers the aforementioned function φ(G).

6.2 Proof of Theorem 18

We start with the following simple proposition (which was already observed in [62]). In what follows, by

“standard tester” we mean a tester as in Definition 1 (as opposed to a POT).

Proposition 6.2.1. If a graph property Π has a POT, then it also has a standard tester. Moreover, if it

has a size-oblivious POT, then it also has a size-oblivious standard tester.

Proof. Let T be a POT for Π, and let c ∈ (0, 1] and f : (0, 1] → (0, 1] be as in Definition 14. Now,

let A be the algorithm which, given an input graph G and a proximity parameter ε > 0, invokes T
(independently) t = Θ(1/f(ε)2) times and accepts if and only if T accepted in at least (c − f(ε)

2 )t of the

tests. It is easy to show (using standard concentration inequalities) that A accepts with probability at

least 2
3 if G satisfies Π, and rejects with probability at least 2

3 if G is ε-far from Π (we leave the details

to the reader). Moreover, it is evident that if T is size-oblivious then so is A. To complete the proof, it

remains to transform A into an algorithm which works as described in Definition 1. This is achieved by

applying the transformation of [63]. A careful examination of this transformation shows that it preserves

the property of being size-oblivious. �

Next, we prove the following auxiliary lemma.

Lemma 6.2.2. Suppose that a graph property Π has a size-oblivious (standard) ε-tester T with sample

complexity s = s(ε). Then for every n ≥ s4 and for every n-vertex graph G which is ε-far from Π, the

following holds: for U chosen uniformly at random from
(V (G)
s4

)
, we have P[G[U ] ∈ Π] ≤ e−Ω(s).

Proof. We use a double-sampling trick which is implicit in [59]. Let A be the family of all s-vertex

graphs A such that T accepts if it sees a subgraph isomorphic to A. For a graph G, we say that a

sequence of subsets S1, . . . , Ss ∈
(
V (G)
s

)
is good if G[Si] ∈ A for at least half of the values of 1 ≤ i ≤ s;

otherwise S1, . . . , Ss is bad. For a sequence of vertices W = (x1, . . . , xs2), we say that W is good (resp.

bad) if {x1, . . . , xs}, {xs+1, . . . , x2s}, . . . , {xs2−s+1, . . . , xs2} is good (resp. bad). Note that for a random

S ∈
(
V (G)
s

)
, if G ∈ Π then P[G[S] ∈ A] ≥ 2

3 , and if G is ε-far from Π then P[G[S] ∈ A] ≤ 1
3 . Using

a standard Chernoff-type bound, one can show that the following holds for S1, . . . , Ss ∈
(
V (G)
s

)
chosen

uniformly at random and independently.

1. If G satisfies Π then S1, . . . , Ss is good with probability at least 1− e−Cs.

2. If G is ε-far from Π then S1, . . . , Ss is bad with probability at least 1− e−Cs.

In both items above, C > 0 is an absolute constant.
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The probability that there exists a pair 1 ≤ i < j ≤ s for which Si ∩Sj 6= ∅ is at most
(
s
2

)
s2

n < 1
2 , where

the inequality follows from the assumption that n ≥ s4. It follows that with probability larger than 1
2 , the

sets S1, . . . , Ss are pairwise-disjoint. Conditioned on the event that S1, . . . , Ss are pairwise-disjoint, the set

S := S1∪· · ·∪Ss has the distribution of an element of
(V (G)
s2

)
chosen uniformly at random. Thus, a random

sequence of vertices S = (x1, . . . , xs2) chosen without repetition from a given graph G satisfies the following.

1. If G satisfies Π then S is good with probability at least 1− 2e−Cs.

2. If G is ε-far from Π then S is bad with probability at least 1− 2e−Cs.

Now let G be a graph on n ≥ s4 vertices which is ε-far from Π. Consider a random pair (U, S), where

U is chosen uniformly at random from
(V (G)
s4

)
, and S = (x1, . . . , xs2) is a sequence of vertices sampled

randomly without repetition from U . Then the marginal distribution of S is that of a uniform sequence of

s2 vertices of G, sampled without repetition. Thus, by viewing S as a sample from G (and recalling that

G is ε-far from Π), we see that P[S is good] ≤ 2e−Cs (by Item 2 above). On the other hand, if G[U ] ∈ Π,

then, by viewing S as a sample from G[U ], we see that P[S is good | U ] ≥ 1 − 2e−Cs (by Item 1 above).

By combining these two facts, we conclude that

P[G[U ] ∈ Π] ≤ P[S is good]

P[S is good | G[U ] ∈ Π]
≤ 2e−Cs

1− 2e−Cs
≤ 4e−Cs = e−Ω(s).

�

Proof of Theorem 18. Let (h,w, b) be a tuple for which Πh,w,b has a size-oblivious POT. By Proposition

6.2.1, Πh,w,b also has a size-oblivious standard tester T , meaning that Πh,w,b satisfies the condition of Lemma

6.2.2. Denote by s = s(ε) the sample complexity of T . We may and will assume that s is large enough as

a function of the parameters h and b.

Denote z(G) :=
∑

H wH · p(H,G). By multiplying the inequality
∑

H wH · p(H,G) ≤ b by an appropri-

ate integer, we can assume without loss of generality that b and all weights (wH : H) are integers.

Let ε ∈ (0, 1] and let G be a graph which is ε-far from Πh,w,b. Our goal is to show that z(G) ≥ b+ f(ε),

for a function f : (0, 1]→ (0, 1] to be chosen later. Suppose first that n < s4. As G does not satisfy Πh,w,b,

we have z(G) =
∑

H wH · p(H,G) > b. Now, since b and (wH : H) are all integers, and as p(H,G) is an

integer multiple of
(
n
h

)−1
for every H, we must have

z(G) ≥ b+

(
n

h

)−1

> b+ n−h > b+ s−4h,

implying that our assertion holds with f(ε) = s(ε)−4h in this case.

Suppose now that n ≥ s4, which is necessary in order to apply Lemma 6.2.2. That lemma implies that

a randomly chosen U ∈
(V (G)
s4

)
satisfies G[U ] /∈ Πh,w,b with probability at least 1 − e−Ω(s). As before, we

observe that if a k-vertex graph K does not satisfy Πh,w,b, then necessarily

z(K) =
∑
H

wH · p(H,K) ≥ b+

(
k

h

)−1

> b+ k−h ,

as b and all weights wH are integers. Thus, if G[U ] /∈ Πh,w,b then

z(G[U ]) > b+ |U |−h = b+ s−4h .
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Observe (crucially) that z(G) is the average of z(G[U ]) over all U ∈
(V (G)
s4

)
. Thus, using the guarantees of

Lemma 6.2.2, we obtain

z(G) ≥ (1− e−Ω(s))(b+ s−4h) > b+
1

2
s−4h,

where the last inequality holds provided that s is large enough as a function of h and b. So we may take

the function f in Definition 17 to be f(ε) = 1
2s(ε)

−4h. This completes the proof. �
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Chapter 7

A New Bound for the Brown–Erdős–Sós

Problem

This chapter is dedicated to the proof of Theorem 20. Let us mention that the Brown–Erdős–Sós conjecture,

namely Conjecture 19, has a more general form (see [14, 45, 100]), which we now state. Recall that

a (v, e)-configuration is a hypergraph with e edges and at most v vertices. Denote by fr(n, v, e) the

largest number of edges in an n-vertex r-uniform hypergraph (r-graph for short) that contains no (v, e)-

configuration. With this notation, Conjecture 19 can be restated as saying that f3(n, e + 3, e) = o(n2),

and Theorem 20 as saying that f3(n, e + 18 log e/ log log e, e) = o(n2) (for all e ≥ 3). The aforementioned

general form of the Brown–Erdős–Sós conjecture states that for every 2 ≤ k < r and e ≥ 3 it holds that

fr(n, (r−k)e+k+ 1, e) = o(nk). It is worth noting that this particular choice of the parameters v, e is due

to the fact that fr(n, (r−k)e+k, e) = Θ(nk), as proved by Brown, Erdős and Sós [26]. The Brown–Erdős–

Sós conjecture can then be thought of as stating that the extremal function fr(n, v, e) drops significantly

if v is increased by 1 from (r − k)e+ k to (r − k)e+ k + 1. A related question is then whether or not the

drop is actually by a polynomial factor, namely, whether it is true that fr(n, (r− k)e+ k+ 1, e) ≥ nk−o(1).

This lower bound is known to hold in several cases [14, 45, 98]. Lastly, it is worth mentioning that the

case k = r − 1, e = r of the Brown–Erdős–Sós conjecture, namely, the statement that fr(n, 2r, r) = o(nr),

follows from the (r − 1)-uniform hypergraph removal lemma (see [52, 67, 86, 89, 90]).

It is a folklore observation that the general version of the Brown–Erdős–Sós conjecture, stated above,

is in fact equivalent to the special case stated as Conjecture 19 (corresponding to k = 2 and r = 3). Since

this reduction does not appear in the literature, we give its proof here. We will, in fact, prove the following

more general statement:

Proposition 7.0.1. For every 2 ≤ k < r, e ≥ 3 and d ≥ 1,

fr(n, (r − k)e+ k + d, e) ≤
(
r

3

)
enk−2 · f3(n, e+ 2 + d, e).

Setting d = 1 in the above proposition readily implies that Conjecture 19 is indeed equivalent to the

general form of the Brown–Erdős–Sós conjecture stated above. The reason for stating the proposition for

arbitrary d is that it allows us to infer approximate versions of the general Brown–Erdős–Sós conjecture

from approximate versions of Conjecture 19. In particular, by combining Theorem 20 with Proposition

7.0.1, we immediately obtain the following corollary.
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Corollary 7.0.2. For every 2 ≤ k < r and e ≥ 3,

fr (n, (r − k)e+ k − 2 + 18 log e/ log log e, e) = o(nk).

We note that by being more careful, one can replace the multiplicative constant 18 in Theorem 7.0.2

by 4 + o(1). The rest of this chapter is organized as follows. In Section 7.1, we give an overview of the

main ideas which go into the proof of Theorem 20. We also state the two key lemmas of this chapter and

explain how they imply Theorem 20. We then prove these two lemmas in Sections 7.2 and 7.3. Finally, in

Section 7.4, we discuss an application of our results to a generalized Ramsey problem of Erdős and Gyárfás

which is known to have connections to the Brown–Erdős–Sós problem. All logarithms are natural unless

explicitly stated otherwise.

7.1 Outline of the Proof

Our goal in this section is fourfold. We first give an overview of the proof of Theorem 20. In doing so,

we will state the two key lemmas, Lemmas 7.1.6 and 7.1.8, used in its proof. We will then proceed to

show how these two lemmas can be used in order to prove Theorem 20. Finally, in Section 7.1.4, we prove

Proposition 7.0.1.

7.1.1 Proof Overview and the Key Lemmas

First, let us restate Theorem 20 as follows:

Theorem 7.1.1. For every e ≥ 3 and ε ∈ (0, 1), there is n0 = n0(e, ε) such that every 3-graph with n ≥ n0

vertices and at least εn2 edges contains a (v, e)-configuration with v − e ≤ 18 log e/ log log e.

Our first simple (yet crucial) observation towards the proof of Theorem 7.1.1 is that, in order to prove

the theorem, it is enough to prove the following approximate version.

Lemma 7.1.2. For every e ≥ 40320 = 8! and ε ∈ (0, 1), there is n0 = n0(e, ε) such that every 3-graph H

with n ≥ n0 vertices and at least εn2 edges contains a (v′, e′)-configuration satisfying e−
√
e ≤ e′ ≤ e and

v′ − e′ ≤ 8 log e/ log log e.

In Section 7.1.3 we will show how to quickly derive Theorem 7.1.1 from the above lemma. So let us

proceed with the overview of the proof of Lemma 7.1.2. We will heavily rely on the hypergraph removal

lemma, which states the following.

Theorem 7.1.3 (Hypergraph removal lemma [67, 86, 89, 90]). For every k ≥ 2 and ε > 0 there exists

γ = γ(k, ε) > 0 such that the following holds. Let n ≥ 1 and let J be a k-uniform n-vertex hypergraph which

contains a collection of at least εnk pairwise edge-disjoint (k + 1)-cliques. Then J contains at least γnk+1

(k + 1)-cliques.

As mentioned in Chapter 1, Sárközy and Selkow [99] have shown that f3(n, e+ 2 + blog2 ec, e) = o(n2).

The proof of this result in [99] roughly proceeds as follows: suppose one has already proved that every

sufficiently large n-vertex 3-graph with Ω(n2) edges contains an (e + k, e)-configuration (for some values
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of e and k). Using this fact, one then shows that every such 3-graph also contains a (2e + k + 2, 2e + 1)-

configuration. In other words, at the price of increasing v − e by 1, we multiply the number of edges by

roughly 2 (and hence the term log2 e in the aforementioned result of [99]). The proof of [99] used the graph

removal lemma (at least implicitly1). As we mentioned before, Solymosi and Solymosi [107] improved

the bound of [99] for the special case e = 10. The way they achieved this was by cleverly replacing the

application of the graph removal lemma with an application of the 3-graph removal lemma. Roughly

speaking, this allowed them to multiply a (6, 3)-configuration by 3, instead of by 2 as in [99].

The above discussion naturally leads one to try and extend the approach of [107] by showing that

after multiplying the initial configuration by 3, one can use the 4-graph removal lemma to multiply the

resulting configuration by 4, etc. Performing k such steps should (roughly) give a (k!+k, k!)-configuration,

or equivalently, a (v, e)-configuration with v − e = O(log e/ log log e). There is one big challenge and

two problems with this approach. The challenge is of course how to achieve this repeated multiplication

process.2 As to the problems, the first is that we do not know how to guarantee that one can indeed keep

multiplying the size of the configurations. In other words, it is entirely possible that this process might

get “stuck” along the way (this scenario is described in Item 1 of Lemma 7.1.6). More importantly, even if

the process succeeds in producing a (k! + k, k!)-configuration for every k, it is not clear how to interpolate

so as to prove Theorem 7.1.1 for values of e with (k − 1)! < e < k!. That is, our process only guarantees

the existence of suitable configurations for a very sparse set of values of e. It it tempting to guess that

the resulting (k! +k, k!)-configurations are “degenerate”, in the sense that one can repeatedly remove from

them vertices of degree 1, thus maintaining the difference v − e. This is however false. Having said that,

we will return to this degeneracy issue after the statement of Lemma 7.1.8.

In what follows, it will be convenient to use the following notation.

Definition 7.1.4. For a 3-graph F and U ⊆ V (F ), the difference of U is defined as ∆(U) := |U | − e(U).

We will write ∆(F ) for ∆(V (F )), i.e., ∆(F ) := v(F )− e(F ), and call ∆(F ) the difference of F .

Our first key lemma, Lemma 7.1.6 below, comes close to achieving what is described in the paragraph

above. Given an n-vertex 3-graph H with Ω(n2) edges, the lemma almost resolves the challenge mentioned

in the previous paragraph by either showing that H contains configurations with difference k and size

roughly k! (this is the statement of Item 2) or getting stuck in the scenario described in Item 1. The

silver lining in Item 1 is that we get an arithmetic progression of values v for which we can construct

(v, e)-configurations of small difference. The problem is that the common difference of this arithmetic

progression might be much larger than
√
e, so this lemma alone cannot be used in order to prove Lemma

7.1.2.

The key definition in Lemma 7.1.6 is the notion of a nice 3-graph, which we now define. Satisfying this

definition makes a 3-graph amenable to the arguments we use in the proof of Lemma 7.1.6.

Definition 7.1.5. Let F be a 3-graph and put k := ∆(F ) = v(F ) − e(F ). We call F nice if there is an

independent set A ⊆ V (F ) of size k + 1 such that the following holds for every U ⊆ V (F ).

1. ∆(U) ≥ |U ∩A| − 1A⊆U .

2. If |U ∩A| ≤ k − 1 and U \A 6= ∅, then ∆(U) ≥ |U ∩A|+ 1.
1We will extend their approach in Lemma 7.1.8 by using the removal lemma explicitly.
2The special case in [107] of multiplying a (6, 3)-configuration by 3 proceeds by case analysis which is not generalizable.
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Lemma 7.1.6. There is a sequence (Fk)k≥3 of 3-graphs such that ∆(Fk) = v(Fk)− e(Fk) = k, Fk is nice

for each k ≥ 4, e(F3) = 3 and e(Fk) = 5k!/12 for each k ≥ 4, and the following holds. For every k ≥ 4,

r ≥ 1 and ε ∈ (0, 1), there are η = η(k, r, ε) ∈ (0, 1) and n0 = n0(k, r, ε) such that every 3-graph H with

n ≥ n0 vertices and at least εn2 edges satisfies (at least) one of the following:

1. There are 3 ≤ j ≤ k−1 and j ≤ q ≤ v(Fj)−1 such that, for every 1 ≤ i ≤ r, the 3-graph H contains

a (v′, e′)-configuration with v′ − e′ ≤ j and v′ = q + i · (v(Fj)− q).

2. H contains at least ηnk copies of Fk.

Remark 7.1.7. A recurring theme in our arguments is that, given some suitable 3-graph F , we will be able

to show that every sufficiently large n-vertex 3-graph H with Ω(n2) edges contains Ω(nv(F )−e(F )) copies of

F (unless H satisfies the assertion of Theorem 7.1.1 for some other reason). This estimate for the number

of copies of F is tight, since a random hypergraph with edge density 1
n has O(nv(F )−e(F )) copies of F w.h.p.

The proof of Lemma 7.1.6 proceeds by induction on k. Namely, assuming H contains Ω(nk−1) copies

of Fk−1, we show that either H contains Ω(nk) copies of Fk or Item 1 holds. This is done as follows.

Recalling that Fk−1 is nice (for k ≥ 5), we fix a set A ⊆ V (Fk−1) of size |A| = k which witnesses this

fact (see Definition 7.1.5). For each embedding ϕ : V (Fk−1) → V (H) of Fk−1 into H, we consider the

set ϕ(A) ⊆ V (H). By a straightforward argument (combining an application of the multicolor Ramsey

theorem with a simple cleaning procedure), we can show that either there are embeddings ϕ1, . . . , ϕr :

V (Fk−1)→ V (H) and a set U ⊆ V (Fk−1) such that |U | ≥ k − 1, |U ∩ A| ≥ k − 2 and ϕ1|U = · · · = ϕr|U ;

or there is a family F of Ω(nk−1) embeddings ϕ : V (Fk−1) → V (H) such that, for any two ϕ,ϕ′ ∈ F ,

the set U = {u ∈ V (Fk−1) : ϕ(u) = ϕ′(u)} (i.e., the set of elements on which ϕ and ϕ′ agree) satisfies

|U ∩ A| ≤ k − 2 (and U ⊆ A if |U ∩ A| = k − 2). In the former case, Items 1-2 of Definition 7.1.5 imply

that the union of the copies of Fk corresponding to ϕ1, . . . , ϕr has difference at most k − 1 (which is also

the difference of Fk−1), from which it easily follows that Item 1 in Lemma 7.1.6 holds. In the latter case,

we define an auxiliary (k − 1)-uniform hypergraph by putting a (k − 1)-uniform k-clique on the set ϕ(A)

for each A ∈ F . The aforementioned property of F implies that these cliques are pairwise edge-disjoint,

which allows us to apply the hypergraph removal lemma (Theorem 7.1.3) and thus infer that the number

of k-cliques in our auxiliary hypergraph is at least Ω(nk). Using again our guarantees regarding F , we can

show that most such k-cliques correspond to copies of a particular 3-graph consisting of k copies of Fk−1

which do not intersect outside of the set A. This 3-graph is then chosen as Fk. One of the challenges in

the proof is to then show that Fk is itself nice, thus allowing the induction to continue. The full details

appear in Section 7.2.

We now move to our next key lemma, Lemma 7.1.8 below. Let us say that a 3-graph is d-degenerate

if it is possible to repeatedly remove from it a set of at least d vertices which touches at most d edges.

As we mentioned above, the 3-graphs Fk are not 1-degenerate, so it is not possible to take one of these

3-graphs and repeatedly remove vertices of degree at most 1 so as to obtain configurations with any desired

number of edges, while not increasing the difference. One can argue, however, that since Lemma 7.1.2 only

asks for e′ to satisfy e −
√
e ≤ e′ ≤ e, it is enough to show that the 3-graphs Fk are

√
e(Fk)-degenerate.

Unfortunately, we cannot do even this. Instead, we will overcome the problem by using Lemma 7.1.8.

This lemma states that if H contains many copies of some nice 3-graph G, then it also contains copies of

3-graphs G0 = G,G1, G2, . . . which are all e(G)-degenerate and whose sizes increase. In fact, as in Lemma
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7.1.6, we cannot always guarantee success in finding copies of G1, G2, . . . , G` in H, since the process might

get stuck in a situation analogous to the one in Lemma 7.1.6. Finally, the price we have to pay for the

degeneracy guaranteed by Item 2 of Lemma 7.1.8 is that the size of the 3-graphs G1, G2, . . . , G` only grows

by a factor of roughly k at each step. Hence, just like Lemma 7.1.6, Lemma 7.1.8 also falls short of proving

Lemma 7.1.2.

Lemma 7.1.8. Let G be a nice 3-graph, put k := ∆(G) = v(G)− e(G) and assume that k ≥ 2. Then there

is a sequence of 3-graphs (G`)`≥0 having the following properties.

1. G0 = G, ∆(G`) = v(G`)− e(G`) = k + ` and e(G`) = k`+1−1
k−1 · e(G).

2. For every ` ≥ 0 and every 0 ≤ t ≤ e(G`)/e(G), the 3-graph G` contains a (v′, e′)-configuration with

v′ − e′ ≤ k + ` and e′ = t · e(G).

3. For every ` ≥ 0, r ≥ 0 and ε ∈ (0, 1), there are δ = δ(`, r, ε) and n0 = n0(`, r, ε) such that, for

every 3-graph H on n ≥ n0 vertices, if H contains at least εnk copies of G, then (at least) one of the

following conditions is satisfied:

(a) There are 0 ≤ j ≤ ` − 1 and k + j ≤ q ≤ v(Gj) − 1 such that, for every 1 ≤ i ≤ r, the

3-graph H contains a (v′, e′)-configuration which contains a copy of Gj, where v′ − e′ ≤ k + j

and v′ = q + i · (v(Gj)− q).
(b) H contains at least δ · nk+` copies of G`.

Strictly speaking, we cannot apply Lemma 7.1.8 with G being an edge, since an edge is not a nice

3-graph (indeed, it has difference k = 2 but evidently contains no independent set of size k + 1 = 3).

However, one can check that the proof also works when G is an edge and, more generally, in any case

where k := ∆(G) = 2 and one can choose a (not necessarily independent) A ⊆ V (G) of size 3 which

satisfies Items 1-2 in Definition 7.1.5. By applying Lemma 7.1.8 with G being an edge, one recovers the

construction used by Sárközy and Selkow [99] to prove their result that f3(n, e + 2 + blog2 ec, e) = o(n2).

Generalizing this construction to other graphs G (e.g., for k ≥ 3) presents a challenge, which we overcome

by using some of the ideas from the proof of Lemma 7.1.6.

We now sketch the derivation of Lemma 7.1.2 from Lemmas 7.1.6 and 7.1.8 (the formal proof appears in

Section 7.1.2). Given e, choose k so that (2k)! ≈ e; so k! ≈
√
e and k = O(log e/ log log e). We first apply

Lemma 7.1.6 with k. If we are at Item 1, then we get an arithmetic progression with difference at most

v(Fk)− k ≤ k! ≤
√
e of values v′ for which we can find (v′, e′)-configurations of difference at most k, thus

completing the proof in this case. Suppose then that we are at Item 2, implying that H contains Ω(nk)

copies of Fk. Since Fk is nice, we can apply Lemma 7.1.8 with G = Fk. Since e(Fk) ≈ k! and (2k)! ≈ e,

choosing, say, ` = 3k guarantees that e(G`) ≈ e(Fk) ·k` > e (via Item 1 of Lemma 7.1.8). If the application

of Lemma 7.1.8 results in Item 3(b), then we can use Item 2 of that lemma to find a (v′, e′)-configuration

of difference O(k+ `) = O(k) with e−
√
e ≤ e− e(G) ≤ e′ ≤ e, thus completing the proof. Finally, suppose

that we are at Item 3(a). In this case we can find a (v′, e′)-configuration G′ of difference O(k + `) = O(k)

with e − e(Gj) ≤ e′ ≤ e. With the help of a simple trick we can also find in H a copy G∗ of Gj which

is edge-disjoint from G′. As in case 3(b) above, we use Item 2 to find a sub-configuration G′′ of G∗ with

e− e(G′)− e(G) ≤ e(G′′) ≤ e− e(G′). If we now take G′′′ to be the union of G′ and G′′, we infer that G′′′

has difference O(k) and e−
√
e ≤ e− e(G) ≤ e(G′′′) ≤ e. So again we are done.
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7.1.2 Deriving Lemma 7.1.2 from Lemmas 7.1.6 and 7.1.8

The required integer n0 = n0(e, ε) will be chosen implicitly. Let (Fk)k≥3 be the nice 3-graphs whose

existence is guaranteed by Lemma 7.1.6. Recall that e(Fk) = 5k!/12 for each k ≥ 4 and that e(F3) = 3.

Let K ≥ 8 be such that K! ≤ e < (K + 1)! and put k := bK/2c ≥ 4. Note that e(Fk) ≤ k! ≤ (K/2)! ≤√
K! ≤

√
e. It is not hard to check that K ≤ 2 log e/ log log e and hence k ≤ log e/ log log e. We will now

apply our second construction, given by Lemma 7.1.8. Set G := Fk and let (G`)`≥0 be the sequence of

3-graphs whose existence is guaranteed by Lemma 7.1.8. Let ` be the minimal integer satisfying e(G`) ≥ e.
Then ` ≥ 1 (because e(G0) = e(G) = e(Fk) < e). We will now bound ` in terms of k. For our purposes, it

will be enough to show that ` ≤ 3k. To this end, observe that

e(G3k) =
k3k+1 − 1

k − 1
· e(G) ≥ k3k = bK/2c3bK/2c ≥ (K + 1)! > e,

where the first equality follows from Item 1 of Lemma 7.1.8 and the penultimate inequality holds for every

K ≥ 8. The fact that e(G3k) > e now readily implies that ` ≤ 3k.

Let H be a 3-graph with n ≥ n0 vertices and at least εn2 edges. Partition E(H) into equal-sized

parts E1, . . . , E`+1 and, for each 1 ≤ i ≤ ` + 1, let Hi be the hypergraph (V (H), Ei). Note that e(Hi) ≥
e(H)/(`+ 1) ≥ εn2/(`+ 1) for each 1 ≤ i ≤ `+ 1.

Claim 7.1.9. For each 1 ≤ m ≤ ` + 1, either Hm satisfies the assertion of Lemma 7.1.2 or there exists

0 ≤ j ≤ `−1 such that Hm contains a (v′, e′)-configuration which contains a copy of Gj, where v′−e′ ≤ k+j

and e− e(Gj) ≤ e′ ≤ e.

Proof. Evidently, it is enough to prove the claim for m = 1. We apply Lemma 7.1.6 to H1 with parameters

r = e+k and ε/(`+1). Suppose first that the assertion of Item 1 in Lemma 7.1.6 holds and let 3 ≤ j ≤ k−1

and j ≤ q ≤ v(Fj)− 1 be as in that item. Let i be the maximal integer satisfying q+ i · (v(Fj)− q) ≤ e+ j

and note that 1 ≤ i ≤ e + j ≤ e + k. We may thus infer from Item 1 in Lemma 7.1.6 that H1 contains a

(v′, e′)-configuration with

v′ = q + i · (v(Fj)− q) ≤ e+ j, (7.1)

and

v′ − e′ ≤ j < k ≤ log e/ log log e. (7.2)

Note that the maximality of i guarantees that

v′ > e+ j − (v(Fj)− q). (7.3)

We now observe that we can assume that e′ ≤ e. Indeed, since by (7.2) we have v′ − e′ ≤ j, then we can

remove edges until the equality e′ = v′− j holds. Having done that, we are guaranteed by (7.1) that e′ ≤ e.
As to the lower bound on e′, by (7.3) we have e− e′ = e+ j− v′ < v(Fj)− q ≤ v(Fj)− j. By Lemma 7.1.6,

we have v(Fj)− j = 5j!/12 if j ≥ 4 and v(Fj)− j = 3 if j = 3. In either case, we get e− e′ ≤ j! ≤ k! ≤
√
e.

So we see that H1 satisfies the assertion of Lemma 7.1.2, as required. This completes the proof for the

case that the assertion of Item 1 in Lemma 7.1.6 holds.

Suppose from now on that the assertion of Item 2 in Lemma 7.1.6 holds, namely, that H1 contains at

least ηnk copies of Fk = G. This means that we may apply Lemma 7.1.8 to H1. By Item 3 of Lemma 7.1.8,

applied with r = e+ k+ ` and with η in place of ε, the 3-graph H1 satisfies (at least) one of the following:
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(a) There are some 0 ≤ j ≤ ` − 1 and k + j ≤ q ≤ v(Gj) − 1 such that, for every 1 ≤ i ≤ e + k + `,

H1 contains a (v′, e′)-configuration which contains a copy of Gj , where v′ − e′ ≤ k + j and v′ =

q + i · (v(Gj)− q).

(b) H1 contains a copy of G` (in fact, at least δ(`, r, η) · nk+` such copies).

Suppose first that H1 satisfies Item (b). Let t ≥ 0 be the maximal integer satisfying t · e(G) ≤ e and

note that t ≤ e/e(G) ≤ e(G`)/e(G), where the second inequality uses our choice of `. By Item 2 of Lemma

7.1.8, H1 contains a (v′, e′)-configuration with v′ − e′ ≤ k+ ` ≤ 4k ≤ 4 log e/ log log e and e′ = t · e(G) ≤ e.
By our choice of t, we have e − e′ < e(G) = 5k!/12 ≤ k! ≤

√
e. So in this case the assertion of Lemma

7.1.2 indeed holds for H1.

From now on we assume that H1 satisfies Item (a) and let 0 ≤ j ≤ ` − 1 and k + j ≤ q ≤ v(Gj) − 1

be as in that item. Let i be the maximal integer satisfying q + i · (v(Gj) − q) ≤ e + k + j. Then

1 ≤ i ≤ e + k + j < e + k + `. We may thus rely on (a) above to conclude that H1 contains a (v′, e′)-

configuration which contains a copy of Gj , where

v′ = q + i · (v(Gj)− q) ≤ e+ k + j, (7.4)

and

v′ − e′ ≤ k + j. (7.5)

Note that the maximality of i guarantees that

v′ > e+ k + j − (v(Gj)− q). (7.6)

We now observe that we can assume that e′ ≤ e. Indeed, since by (7.5) we have v′− e′ ≤ k+ j then we can

remove edges until the equality e′ = v′ − (k + j) holds. By (7.4), this would guarantee that e′ ≤ e. Note

(crucially) that since e(Gj) = v(Gj)− k − j ≤ v′ − k − j, we can make sure that even after removing the

required number of edges we still have a copy of Gj . As to the lower bound on e′, by (7.5) and (7.6) we

have e− e′ ≤ e− v′ + k + j < v(Gj)− q ≤ v(Gj)− k − j = e(Gj). We conclude that H1 indeed contains a

(v′, e′)-configuration with the properties stated in the claim. �

We now return to the proof of the lemma. If some Hm satisfies the assertion of Lemma 7.1.2 then we

are done. Otherwise, Claim 7.1.9 implies that for each 1 ≤ m ≤ `+ 1 there is 0 ≤ jm ≤ `− 1 such that Hm

contains a (v′, e′)-configuration which contains a copy of Gjm , where v′−e′ ≤ k+jm and e−e(Gjm) ≤ e′ ≤ e.
By the pigeonhole principle, there are two indices 1 ≤ i ≤ ` + 1 whose jm’s are equal. It follows that for

some 0 ≤ j ≤ `− 1, H contains edge-disjoint subgraphs G∗ and G′ such that G∗ is isomorphic to Gj and

G′ satisfies v(G′) − e(G′) ≤ k + j and e − e(Gj) ≤ e(G′) ≤ e. Let t be the maximal integer satisfying

t · e(G) ≤ e− e(G′) and note that 0 ≤ t ≤ e(Gj)/e(G). Then, by Item 2 of Lemma 7.1.8 (with j in place

of `), there is a subgraph G′′ of G∗ such that v(G′′)− e(G′′) ≤ k + j and e(G′′) = t · e(G). Our choice of t

implies that 0 ≤ e− e(G′)− e(G′′) < e(G) ≤ k! ≤
√
e. Now, letting G′′′ be the union of G′ and G′′, we see

that e−
√
e ≤ e(G′′′) ≤ e and

v(G′′′)− e(G′′′) ≤ v(G′)− e(G′) + v(G′′)− e(G′′) ≤ 2(k + j) ≤ 2(k + `) ≤ 8k ≤ 8 log e/ log log e.

So we see that the assertion of the lemma holds with G′′′ as the required (v′, e′)-configuration.
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7.1.3 Deriving Theorem 7.1.1 from Lemma 7.1.2

Our goal is to show that for every e ≥ 3 and ε ∈ (0, 1), there is n0 = n0(e, ε) such that every 3-graph with

n ≥ n0 vertices and at least εn2 edges contains a (v, e)-configuration with v − e ≤ 18 log e/ log log e. As

in the proof of Lemma 7.1.2, the required integer n0 = n0(e, ε) will be chosen implicitly. The proof is by

induction on e. Let H be a 3-graph with n ≥ n0 vertices and at least εn2 edges. By the main result of [99]

(mentioned above), H contains a (v, e)-configuration with v − e ≤ 2 + blog2 ec. If e ≤ exp(216), then we

have 2 + blog2 ec ≤ 2 + 16 log e/ log log e ≤ 18 log e/ log log e (where the second inequality holds whenever

e ≥ 3), thus completing the proof in this case. So suppose from now on that e > exp(216) ≥ 40320. (The

inequality e ≥ 40320 is required to apply Lemma 7.1.2.)

By Lemma 7.1.2, H contains a (v′, e′)-configuration F ′ satisfying e −
√
e ≤ e′ ≤ e and v′ − e′ ≤

8 log e/ log log e. Set e′′ := e− e′, noting that 0 ≤ e′′ ≤
√
e. If e′′ ≤ 15, then, by adding at most 15 edges to

F ′, one obtains a (v, e)-configuration with v−e ≤ v′+3e′′−(e′+e′′) = v′−e′+2e′′ ≤ 8 log e/ log log e+30 ≤
18 log e/ log log e, as required. (Here the last inequality is guaranteed by our assumption that e is large.)

So suppose from now on that e′′ ≥ 16. Let H ′ be the 3-graph obtained from H by deleting the edges of

F ′. Since e(H ′) ≥ e(H)− e(F ′) ≥ εn2 − e(F ′) ≥ ε
2n

2 (provided that n is large enough), we may apply the

induction hypothesis to H ′, with parameter e′′ in place of e, and thus obtain a (v′′, e′′)-configuration F ′′

which is edge-disjoint from F ′ (because it is contained in H ′) and satisfies

v′′ − e′′ ≤ 18 log e′′

log log e′′
≤ 18 log

√
e

log log
√
e

=
9 log e

log log e− log 2
.

Here, in the second inequality we used the fact that the function x 7→ log x/ log log x is monotone increasing

for x ≥ 16. Letting F be the union of F ′ and F ′′, we see that e(F ) = e(F ′) + e(F ′′) = e and v(F ) ≤
v(F ′) + v(F ′′), implying that

v(F )− e(F ) ≤ v(F ′)− e(F ′) + v(F ′′)− e(F ′′) ≤ 8 log e

log log e
+

9 log e

log log e− log 2
≤ 18 log e

log log e
,

where the last inequality holds whenever e ≥ exp(210). This completes the proof of the theorem.

7.1.4 Proof of Proposition 7.0.1

Let 2 ≤ k < r, e ≥ 3 and d ≥ 1. Let H be an n-vertex r-graph with

e(H) ≥
(
r

3

)
enk−2 · f3(n, e+ 2 + d, e).

Our goal is to show that H contains a (v, e)-configuration with v ≤ (r−k)e+k+d. By averaging, there are

vertices v1, . . . , vk−2 such that at least
(
r
3

)
e · f3(n, e+ 2 + d, e) of the edges of H contain v1, . . . , vk−2. Set

E0 = {X \ {v1, . . . , vk−2} : v1, . . . , vk−2 ∈ X ∈ E(H)}, noting that |E0| ≥
(
r
3

)
e · f3(n, e+ 2 + d, e) and that

|Y | = r−k+2 for each Y ∈ E0. We now consider two cases. Suppose first that there is a triple T ∈
(
V (H)

3

)
and distinct Y1, . . . , Ye ∈ E0 such that T ⊆ Yi for each 1 ≤ i ≤ e. Setting Xi = Yi ∪ {v1, . . . , vk−2} for each

1 ≤ i ≤ e, we observe that |X1 ∪ · · · ∪Xe| ≤ (r − k − 1) · e + k − 2 + 3 ≤ (r − k)e + k. It follows that H

contains a (v, e)-configuration with v ≤ (r − k)e+ k, thus completing the proof in this case.

Suppose now that for each T ∈
(
V (H)

3

)
it holds that #{Y ∈ E0 : T ⊆ Y } ≤ e − 1. Then, for each

Y ∈ E0, there are at most
(
r
3

)
(e − 1) sets Y ′ ∈ E0 \ {Y } such that |Y ∩ Y ′| ≥ 3. This means that there
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exists E1 ⊆ E0 of size

|E1| ≥
|E0|(

r
3

)
(e− 1) + 1

> f3(n, e+ 2 + d, e), (7.7)

such that |Y ∩ Y ′| ≤ 2 for each pair of distinct Y, Y ′ ∈ E1.3 For each Y ∈ E1, choose arbitrarily a

triple TY ∈
(
Y
3

)
. Let H ′ be the 3-graph on V (H) whose edge-set is E(H ′) = {TY : Y ∈ E1}. Then

e(H ′) = |E1| > f3(n, e + 2 + d, e), where the equality holds due to our choice of E1 and the inequal-

ity due to (7.7). It follows that H ′ contains an (e + 2 + d, e)-configuration F . Now observe that the

edge-set {Y ∪ {v1, . . . , vk−2} : Y ∈ E1 and TY ∈ E(F )} spans in H a (v, e)-configuration with v ≤
v(F ) + (r − k − 1)e+ k − 2 ≤ e+ 2 + d+ (r − k − 1)e+ k − 2 = (r − k)e+ k + d, as required.

7.2 Proof of Lemma 7.1.6

In this section we prove Lemma 7.1.6. The construction of the 3-graphs Fk appearing in the statement

of the lemma, as well as the proof that these 3-graphs have the required properties, is done by induction

on k. The inductive step, which constitutes the main part of the proof of Lemma 7.1.6, is given by the

following lemma.

Lemma 7.2.1. Let F be a nice 3-graph, put k = v(F )− e(F ) and assume that k ≥ 3. Then there exists a

nice 3-graph F ′ such that v(F ′)− e(F ′) = k + 1, e(F ′) = (k + 1) · e(F ) and the following holds. For every

r ≥ 1 and ε ∈ (0, 1), there are δ = δ(F, r, ε) ∈ (0, 1) and n0 = n0(F, r, ε) such that every 3-graph H with

n ≥ n0 vertices and at least εnk copies of F satisfies (at least) one of the following:

1. There is k ≤ q ≤ v(F ) − 1 such that, for every 1 ≤ i ≤ r, H contains a (v′, e′) configuration with

v′ − e′ ≤ k and v′ = q + i · (v(F )− q).

2. H contains at least δnk+1 copies of F ′.

Ideally, we would like to start the induction by invoking Lemma 7.2.1 with F being an edge (so k =

∆(F ) = 2). As is the case with Lemma 7.1.8 (see the remark following this lemma), Lemma 7.2.1 does

in fact work with F being an edge, even though an edge is not nice as per Definition 7.1.5. The 3-graph

F ′ supplied by Lemma 7.2.1 (when applied with F being an edge) is the linear 3-cycle (see Figure 7.1).

In fact, applying Lemma 7.2.1 with F being an edge recovers the proof of the (6,3)-theorem, which was

discussed in Section 7.1.1. Unfortunately, the linear 3-cycle is not nice (this time in a meaningful way; it

really cannot be used as an input to Lemma 7.2.1), preventing us from continuing the induction. To make

matters even worse, there is in fact no 3-graph F with difference k = 3 which is known to be a viable input

to Lemma 7.2.1. Indeed, note that in order for the lemma to be useful when applied with input F , we

need to know that F is nice and that it is abundant in every sufficiently large n-vertex 3-graph with Ω(n2)

edges (or at least in every such 3-graph that does not satisfy the conclusion of Theorem 7.1.1 for some

other reason). Unfortunately, no such suitable F (of difference 3) is known. Here, we say that a 3-graph

F is abundant4 in an n-vertex 3-graph H if H contains Ω(nv(F )−e(F )) copies of F .

3To see that such an E1 indeed exists, consider an auxiliary graph on E0 in which Y, Y ′ are adjacent if and only if |Y ∩Y ′| ≥ 3

and recall the simple fact that every graph G contains an independent set of size at least v(G)
∆(G)+1

(where ∆(G) is the maximum

degree of G). Now take E1 to be such an independent set.
4In particular, the edge is trivially abundant in every hypergraph with Ω(n2) edges and the condition (resp. conclusion) of

Lemma 7.2.1 can be stated as saying that F (resp. F ′) is abundant in H.

126



v1

v2v3

v4 v5v6

Figure 7.1: The 3-uniform linear 3-cycle

In light of this situation, the base step of our induction will have to involve a nice 3-graph F having

difference at least 4. Fortunately, as stated in the following lemma, there does exist a nice F of difference 4

which can be shown to be abundant in every 3-graph H with n vertices and Ω(n2) edges, unless H satisfies

the assertion of Theorem 7.1.1 for a trivial reason.

Lemma 7.2.2. There is a nice 3-graph F with v(F ) = 14 and e(F ) = 10 having the following property.

For every r ≥ 1 and ε ∈ (0, 1), there are δ = δ(r, ε) ∈ (0, 1) and n0 = n0(r, ε) such that every 3-graph H

with n ≥ n0 vertices and at least εn2 edges satisfies (at least) one of the following:

1. For every 1 ≤ i ≤ r, H contains a (3i+ 3, 3i)-configuration.

2. H contains at least δn4 copies of F .

We note that the 3-graph F in the above lemma played a key role in the proof in [107] that f3(n, 14, 10) =

o(n2). As such, the abundance statement regarding F was already proven in [107]. Consequently, our main

task in the proof of Lemma 7.2.2 is to show that F is nice.

The rest of this section is organized as follows. In Section 7.2.1, we derive Lemma 7.1.6 from Lemmas

7.2.1 and 7.2.2. We then prove these two lemmas in Sections 7.2.2 and 7.2.3, respectively.

7.2.1 Deriving Lemma 7.1.6 from Lemmas 7.2.1 and 7.2.2

Let F3 be the linear 3-cycle (which has 6 vertices and 3 edges). Let F4 be the nice 3-graph whose existence

is guaranteed by Lemma 7.2.2. For each k ≥ 5, let Fk be the nice 3-graph F ′ obtained by applying

Lemma 7.2.1 with F := Fk−1. Then it is easy to check by induction that, for every k ≥ 4, it holds that

v(Fk)− e(Fk) = k, e(Fk) = 5k!/12 and the 3-graph Fk is nice.

Let r ≥ 1 and ε ∈ (0, 1). We define a sequence (δk)k≥4 as follows. Let δ4 = δ(r, ε) be defined via Lemma

7.2.2 and, for each k ≥ 5, let δk = δ (Fk−1, r, δk−1) be given by Lemma 7.2.1. We now show by induction

on k ≥ 4 that the assertion of the lemma holds with η = η(k, r, ε) := δk. For k = 4, Lemma 7.2.2 readily

implies that H either satisfies the assertion of Item 2 of Lemma 7.1.6 or satisfies the assertion of Item 1

with j = 3 and q = 3. Let now k ≥ 5. By the induction hypothesis, H satisfies the assertion of (at least)
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one of the items of Lemma 7.1.6 with parameter k−1 (in place of k). If this is the case for Item 1, then the

same item is also satisfied with parameter k and we are done. Suppose then that H satisfies the assertion

of Item 2 (with parameter k − 1), namely, that H contains at least δk−1 · nk−1 copies of Fk−1. Then, by

Lemma 7.2.1 (with parameters F = Fk−1 and δk−1 in place of ε), either H satisfies the assertion of Item 1

in Lemma 7.1.6 (with j = k − 1) or it contains at least δk · nk = η(k, r, ε) · nk copies of Fk, as required by

Item 2.

7.2.2 Proof of Lemma 7.2.1

Let A ⊆ V (F ) be as in Definition 7.1.5. It will be convenient to set v := v(F ) and to assume (without loss

of generality) that V (F ) = [v] and A = [k + 1] ⊆ [v]. The required nice 3-graph F ′ is defined as follows:

take vertices x1, . . . , xk+1, x
′
1, . . . , x

′
k+1 and, for each 1 ≤ i ≤ k + 1, add a copy Fi of F in which xj plays

the role of j ∈ V (F ) for each j ∈ [k + 1] \ {i}, x′i plays the role of i ∈ V (F ) and all other v(F ) − k − 1

vertices are new.

Let us calculate the number of vertices and edges in F ′. First, as A ⊆ V (F ) is independent, the copies

F1, . . . , Fk+1 (which comprise F ′) do not share edges. Hence, e(F ′) = (k + 1) · e(F ). Second, we have

v(F ′) = k + 1 + (k + 1) · (v(F )− k) = k + 1 + (k + 1) · e(F ) = e(F ′) + k + 1, as required.

We now show that F ′ is nice. We will show that F ′ satisfies the requirements of Definition 7.1.5 with

respect to the set A′ := {x′1, . . . , x′k+1, x1}. (We remark that in the definition of A′ we could replace

x1 with any other vertex among x1, . . . , xk+1.) For the rest of the proof, we set X = {x1, . . . , xk+1},
X ′ = {x′1, . . . , x′k+1} and Ai = (X \{xi})∪{x′i} for each 1 ≤ i ≤ k+1. Observe that for each 1 ≤ i ≤ k+1,

the vertices of Ai are precisely the vertices which play the roles of the vertices of A = {1, . . . , k+1} ⊆ V (F )

in the copy Fi of F .

It is evident that |A′| = k + 2 and easy to see that A′ is independent in F ′. Our goal is then to show

that every U ⊆ V (F ′) satisfies the assertion of Items 1-2 in Definition 7.1.5 (with A′ in place of A). So let

U ⊆ V (F ′) and put Ui = U ∩ V (Fi) for each 1 ≤ i ≤ k + 1. Since every vertex of X belongs to exactly k

of the copies F1, . . . , Fk+1 and every other vertex of F ′ belongs to exactly one of these copies, we have

|U | =
k+1∑
i=1

|Ui| − (k − 1)|U ∩X|.

Since F1, . . . , Fk+1 are pairwise edge-disjoint, we have

e(U) =

k+1∑
i=1

e(Ui).

It follows that

∆(U) =
k+1∑
i=1

∆(Ui)− (k − 1)|U ∩X|. (7.8)

For each 1 ≤ i ≤ k + 1, it follows from the niceness of F (and the fact that Ai plays the role of A in the

copy Fi of F ) that

∆(Ui) ≥ |Ui ∩Ai| − 1Ai⊆Ui . (7.9)
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Setting s := #{1 ≤ i ≤ k + 1 : Ai ⊆ Ui}, we plug (7.9) into (7.8) to obtain

∆(U) ≥
k+1∑
i=1

|Ui ∩Ai| − (k − 1)|U ∩X| − s = |U ∩X|+ |U ∩X ′| − s

= |U ∩A′|+ |U ∩ {x2, . . . , xk+1}| − s.

(7.10)

To see that the first equality in (7.10) holds, note that A1 ∪ · · · ∪ Ak+1 = X ∪ X ′ and recall that every

element of X (resp. X ′) belongs to exactly k (resp. 1) of the sets A1, . . . , Ak+1.

We first prove that ∆(U) ≥ |U ∩ A′| − 1A′⊆U , as required by Item 1 in Definition 7.1.5. If s = 0,

then (7.10) readily gives ∆(U) ≥ |U ∩ A′|. Suppose then that s ≥ 1 and let 1 ≤ i ≤ k + 1 be such that

Ai ⊆ Ui. Then {x2, . . . , xk+1} \ {xi} ⊆ U , implying that |U ∩ {x2, . . . , xk+1}| ≥ k − 1. Furthermore, if

s ≥ 2, then {x2, . . . , xk+1} ⊆ U , in which case |U ∩ {x2, . . . , xk+1}| = k. Hence, it follows from (7.10) that

∆(U) ≥ |U ∩ A′| − 1s=k+1. We also note, for later use, that if 1 ≤ s ≤ k − 1 then ∆(U) ≥ |U ∩ A′| + 1

(here we use the assumption that k ≥ 3). Observe that if s = k + 1, then Ai ⊆ Ui for every 1 ≤ i ≤ k + 1,

implying that A′ ⊆ X ∪X ′ ⊆ U . So we indeed have ∆(U) ≥ |U ∩A′| − 1A′⊆U , as required.

Next, we assume that |U ∩ A′| ≤ k and U \ A′ 6= ∅ and show that in this case ∆(U) ≥ |U ∩ A′| + 1

(as required by Item 2 in Definition 7.1.5). The assumption that |U ∩ A′| ≤ k implies that s ≤ k − 1,

because if s ≥ k, then |U ∩X ′| ≥ k and x1 ∈ U , which means that |U ∩A′| ≥ k + 1. We already saw that

∆(U) ≥ |U ∩ A′| + 1 if 1 ≤ s ≤ k − 1, so it remains to handle the case that s = 0, namely, that Ai 6⊆ Ui
for each 1 ≤ i ≤ k + 1. If U ∩ {x2, . . . , xk+1} 6= ∅, then (7.10) readily implies that ∆(U) ≥ |U ∩ A′| + 1

(since s = 0). So suppose that U ∩ {x2, . . . , xk+1} = ∅. Since U \ A′ 6= ∅, there is 1 ≤ i ≤ k + 1 such that

Ui \ A′ 6= ∅. Our assumption that U ∩ {x2, . . . , xk+1} = ∅ implies that |Ui ∩ Ai| ≤ k − 1 and Ui \ Ai 6= ∅
(here we use the fact that Ai ⊆ A′ ∪ {x2, . . . , xk+1} and Ui \ A′ 6= ∅). Now it follows from the niceness

of F (or, more precisely, of the copy Fi of F ) that ∆(Ui) ≥ |Ui ∩ Ai| + 1. Moreover, by (7.9), we have

∆(Uj) ≥ |Uj ∩ Aj | for each 1 ≤ j ≤ k + 1 (this follows from our assumption that s = 0). By plugging all

of this into (7.8), in a manner similar to the derivation of (7.10), we obtain

∆(U) ≥ |Ui ∩Ai|+ 1 +
∑

j∈[k+1]\{i}

|Uj ∩Aj | − (k − 1)|U ∩X| = |U ∩X|+ |U ∩X ′|+ 1 ≥ |U ∩A′|+ 1,

as required.

Having proven that F ′ is nice, we go on to show that the assertion of the lemma holds. Given r ≥ 1

and ε ∈ (0, 1), we set

δ = δ(F, r, ε) =
1

2
γ
(
k, 2−v(1+2vr) · v−v · ε

)
and n0 = n0(F, r, ε) = 1/δ. Here γ is from Theorem 7.1.3 and v = v(F ) as before.

Let H be a 3-uniform hypergraph with n ≥ n0 vertices and at least εnk copies of F . Partition the

vertices of H randomly into sets C1, . . . , Cv by choosing, for each vertex x ∈ V (H), a part Ci (1 ≤ i ≤ v)

uniformly at random and independently (of the choices made for all other vertices of H) and placing x in

this part. A copy of F in H will be called good if, for each i = 1, . . . , v, the vertex playing the role of i in

this copy is in Ci. Since H contains at least εnk copies of F , there are in expectation at least v−v · εnk

good copies of F . So fix a partition C1, . . . , Cv with at least this number of good copies of F and denote

the set of these copies by F . It will be convenient to identify each good copy of F with the corresponding
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embedding ϕ : V (F ) → V (H) which maps each i ∈ [v] = V (F ) to a vertex in Ci. So we will assume that

the elements of F are such mappings.

We now define an auxiliary graph G on F as follows: for each pair ϕ1, ϕ2 ∈ F , we let {ϕ1, ϕ2} be an

edge in G if and only if the set U := U(ϕ1, ϕ2) := {i ∈ V (F ) : ϕ1(i) = ϕ2(i)} satisfies either |U ∩ A| ≥ k

or |U ∩ A| = k − 1 and U \ A 6= ∅. We distinguish between two cases. Suppose first that there is ϕ ∈ F
whose degree in G is at least

d := 2v(1+2vr).

Let ϕ1, . . . , ϕd be distinct neighbors of ϕ in G. By the pigeonhole principle, there is I0 ⊆ [d] of size at least

2−vd = 2v2vr and a set U0 ⊆ V (F ) such that, for all i ∈ I0, it holds that U(ϕ,ϕi) = U0. Note that by the

definition of G, we have either |U0∩A| ≥ k or |U0∩A| = k−1 and U0\A 6= ∅. We now consider the complete

graph on I0 and color each edge {i, j} ∈
(
I0
2

)
of this graph with color U(ϕi, ϕj). A well-known bound for

multicolor Ramsey numbers (see [36]) implies that in every c-coloring of the edges of the complete graph on

ccr vertices, there is a monochromatic complete subgraph on r vertices. Applying this claim with c = 2v,

we conclude that there is I ⊆ I0 of size |I| = r, and a set U ⊆ V (F ), such that U(ϕi, ϕj) = U for all

{i, j} ∈
(
I
2

)
. Observe that for each {i, j} ∈

(
I
2

)
, we have U = U(ϕi, ϕj) ⊇ U(ϕ,ϕi) ∩ U(ϕ,ϕj) = U0. This

implies that either |U ∩ A| ≥ k or |U ∩ A| = k − 1 and U \ A 6= ∅. Our choice of A via Definition 7.1.5

implies that in both cases ∆(U) ≥ k. Note also that U 6= V (F ) because the copies of F corresponding to

(ϕi : i ∈ I) are distinct.

We now show that the assertion of Item 1 in the lemma holds. Suppose without loss of generality that

I = {1, . . . , r}, and write Vi := ϕi(V (F ) \ U) ⊆ V (H) for 1 ≤ i ≤ r. Note that V1, . . . , Vr are pairwise

disjoint. We also put W := ϕ1(U) = · · · = ϕr(U). Now, fix any 1 ≤ i ≤ r and set V := V1 ∪ · · · ∪ Vi ∪W .

Then |V | = |U | + i · (v(F ) − |U |) = i · v(F ) − (i − 1) · |U | and eH(V ) ≥ eF (U) + i · (e(F ) − eF (U)) =

i · e(F )− (i− 1) · eF (U). It follows that

|V | − eH(V ) ≤ i · (v(F )− e(F ))− (i− 1)(|U | − eF (U)) = i · k − (i− 1) ·∆(U)

≤ i · k − (i− 1) · k = k.

Setting q := |U |, we note that q = |U | ≥ ∆(U) ≥ k and q ≤ v(F )− 1 (as U 6= V (F )). Now we see that the

assertion of Item 1 of the lemma holds with this choice of q. This completes the proof in the case that G
has a vertex of degree at least d.

From now on we assume that the maximum degree of G is strictly smaller than d and prove that

the assertion of Item 2 in the lemma holds. Let F∗ ⊆ F be an independent set5 of G of size at least

v(G)/d = |F|/d. Recall that we identify V (F ) with [v] and A with [k + 1]. We now define an auxiliary

k-uniform (k + 1)-partite hypergraph J with parts C1, . . . , Ck+1, as follows. For each ϕ ∈ F∗, put a k-

uniform (k + 1)-clique in J on the vertices ϕ(1) ∈ C1, . . . , ϕ(k + 1) ∈ Ck+1. We denote this clique by Kϕ.

Note that by the definition of J , every edge of J is contained in a copy of F in H, which corresponds to

some embedding ϕ ∈ F∗.
Our first goal is to show that the cliques (Kϕ : ϕ ∈ F∗) are pairwise edge-disjoint. So fix any distinct

ϕ1, ϕ2 ∈ F∗ and suppose, for the sake of contradiction, that the cliques Kϕ1 ,Kϕ2 share an edge. Then

there is W ⊆ A = [k + 1] of size |W | = k such that ϕ1(i) = ϕ2(i) for every i ∈ W . It follows that

5Here we use the simple fact (which was already used in Section 7.1.4) that every graph G has an independent set of size

at least v(G)/(∆(G) + 1), where ∆(G) is the maximum degree of G.
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W ⊆ U := U(ϕ1, ϕ2) and hence |U ∩ A| ≥ |W | = k. But this means that ϕ1 and ϕ2 are adjacent in G, in

contradiction to the fact that F∗ is an independent set of G.

We have thus shown that the cliques (Kϕ : ϕ ∈ F∗) are pairwise edge-disjoint. It follows that J contains

a collection of |F∗| ≥ |F|/d ≥ 2−v(1+2vr) ·v−v ·εnk pairwise edge-disjoint (k+1)-cliques. By Theorem 7.1.3

and our choice of δ = δ(F, r, ε), the number of (k + 1)-cliques in J is at least 2δnk+1.

A (k+1)-clique K in J is called colorful if it is not equal to Kϕ for any ϕ ∈ F∗. Note that all but at most

nk of the (k + 1)-cliques in J are colorful (because the non-colorful cliques are pairwise edge-disjoint). It

follows that J contains at least 2δnk+1−nk ≥ δnk+1 colorful (k+ 1)-cliques (here we use our choice of n0).

Fix any colorful (k + 1)-clique K = {c1, . . . , ck+1}, with ci being the unique vertex in K ∩ Ci for each

1 ≤ i ≤ k + 1. By the definition of J , for each i ∈ [k + 1] there is ϕi ∈ F∗ such that ϕi(j) = cj for every

j ∈ [k + 1] \ {i}. We claim that ϕ1, . . . , ϕk+1 are pairwise distinct. Suppose, for the sake of contradiction,

that ϕi = ϕi′ =: ϕ for some 1 ≤ i < i′ ≤ k + 1. Then, for each 1 ≤ j ≤ k + 1, we have ϕ(j) = cj
because one of i, i′ does not equal j. So we see that K = Kϕ, in contradiction to the assumption that K

is colorful. We conclude that ϕ1, . . . , ϕk+1 are indeed pairwise distinct. It now follows that ϕi(i) 6= ci for

each 1 ≤ i ≤ k + 1. Indeed, if ϕi(i) = ci then, fixing any j ∈ [k + 1] \ {i}, we observe that ϕi(`) = ϕj(`)

for each ` ∈ [k + 1] \ {j}, in contradiction to the fact that Kϕi and Kϕj are edge-disjoint.

Recall that F ′ consists of vertices x1, . . . , xk+1, x
′
1, . . . , x

′
k+1 and copies F1, . . . , Fk+1 of F such that the

vertex playing the role of j ∈ [k + 1] ⊆ V (F ) in Fi is xj if j 6= i and x′j if j = i (for every 1 ≤ i, j ≤ k + 1)

and F1, . . . , Fk+1 do not intersect outside of X = {x1, . . . , xk+1}. Now let ϕ = ϕK : V (F ′) → V (H)

be the function which, for each 1 ≤ i ≤ k + 1, maps xi to ci and agrees with ϕi on the vertices of Fi
(where we identify V (Fi) with V (F )). Then ϕ(xi) = ci and ϕ(x′i) = ϕi(i) for each 1 ≤ i ≤ k + 1. It is

not hard to see that in order to show that ϕ is an embedding of F ′ into H it is enough to verify that

Im(ϕi) ∩ Im(ϕj) = {c1, . . . , ck+1} \ {ci, cj} for each 1 ≤ i < j ≤ k + 1. So fix any 1 ≤ i < j ≤ k + 1

and consider the set U = U(ϕi, ϕj) = {` ∈ V (F ) : ϕi(`) = ϕj(`)}. Then U ∩ [k + 1] = [k + 1] \ {i, j}
and, in particular, |U ∩ A| = k − 1. If U = U ∩ [k + 1], then we are done (because in this case we would

have Im(ϕi) ∩ Im(ϕj) = {c1, . . . , ck+1} \ {ci, cj}, as required). On the other hand, if U 6= U ∩ [k + 1], then

U \ A 6= ∅, which implies that ϕi and ϕj are adjacent in G, in contradiction to the fact that ϕi, ϕj ∈ F∗

and that F∗ is an independent set of G. We have thus shown that each colorful (k + 1)-clique in J gives

rise to a copy of F ′ in H. It is also easy to see that these copies are pairwise distinct. It follows that H

contains at least δnk+1 copies of F ′.

7.2.3 Proof of Lemma 7.2.2

In the proof of Lemma 7.2.2, we will need the following simple claim that can be verified by exhausting all

possible cases. The proof is thus omitted.

Claim 7.2.3. Consider the 3-uniform linear 3-cycle on vertices v1, . . . , v6, as depicted in Figure 7.1, and

let U ⊆ {v1, . . . , v6}. Then ∆(U) ≥ |U ∩{v1, . . . , v4}|−1{v1,...,v4}⊆U . Moreover, if U \ {v1, . . . , v4} 6= ∅ and

either v1 /∈ U or U ∩ {v2, v3} = ∅, then ∆(U) ≥ |U ∩ {v1, . . . , v4}|+ 1.

Let F denote the 3-uniform linear 3-cycle (see Figure 7.1). Claim 7.2.3 implies that F satisfies Condition

1 in Definition 7.1.5 with respect to A = {v1, . . . , v4}. However, F does not satisfy Condition 2 in that

definition, as evidenced, e.g., by the set U = {v1, v2, v5}. So the “moreover”-part of Claim 7.2.3 can be
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thought of as a (non-equivalent) variant of Condition 2 in Definition 7.1.5. We also note that by going

over all possible choices of A, one can easily verify that F is not nice.

Proof of Lemma 7.2.2. Let F be the 3-graph depicted in Figure 7.2, having vertices

w1, w2, w3, w4, w
′
1, w

′
2, w

′
3, w

′
4, x5, x6, y5, y6, z5, z6,

and edges

{w1, w2, x5}, {x5, w
′
4, x6}, {x6, w3, w1}, {x5, w4, y6}, {y6, w

′
3, w1},

{w1, w
′
2, y5}, {y5, w4, x6}, {w′1, w2, z5}, {z5, w4, z6}, {z6, w3, w

′
1}.

Then v(F ) = 14 and e(F ) = 10. Solymosi and Solymosi [107] (implicitly) proved that for every 3-graph H

with n ≥ n0(r, ε) vertices and at least εn2 edges, either H satisfies the assertion of Item 1 in the lemma or

H contains at least δ(r, ε) · n4 copies of F (with δ(r, ε) being roughly γ(3, ε/r), where γ is from Theorem

18). So, in order to complete the proof, it is enough to show that F is nice.

We prove that F satisfies the requirements of Definition 7.1.5 with A := {w4, w
′
1, w

′
2, w

′
3, w

′
4}. To this

end, define V1 = {w′1, w2, z5, w4, z6, w3}, V2 = {w1, w
′
2, y5, w4, x6, w3}, V3 = {w1, w2, x5, w4, y6, w

′
3} and

V4 = {w1, w2, x5, w
′
4, x6, w3}. Observe that F [Vi] is a linear 3-cycle for every 1 ≤ i ≤ 4. Furthermore,

considering the vertex-labeling of the linear 3-cycle in Figure 7.1, we see that for each 1 ≤ i, j ≤ 4,

the role of vj in F [Vi] is played by wj if j 6= i and by w′j if j = i. Now fix any U ⊆ V (F ) and let

us show that U satisfies Items 1-2 in Definition 7.1.5. For each 1 ≤ i ≤ 4, define Ui = U ∩ Vi and

Ai := ({w1, . . . , w4} \ {wi}) ∪ {w′i}. Note that by Claim 7.2.3 we have ∆(Ui) ≥ |Ui ∩Ai| − 1Ai⊆Ui .
Let us now express ∆(U) in terms of ∆(U1), . . . ,∆(U4). It is easy to check that

|U | =
4∑
i=1

|Ui| − 2 · |U ∩ {w1, . . . , w4}| − |U ∩ {x5, x6}| (7.11)

and

e(U) =

4∑
i=1

e(Ui)− 1{w1,w2,x5}⊆U − 1{w1,w3,x6}⊆U . (7.12)

Setting r :=
∑4

i=1 (∆(Ui)− |Ui ∩Ai|) and

t := |U ∩ {w1, w2, w3}| − |U ∩ {x5, x6}|+ 1{w1,w2,x5}⊆U + 1{w1,w3,x6}⊆U ,

we combine (7.11) and (7.12) to obtain

∆(U) =
4∑
i=1

∆(Ui)− 2 · |U ∩ {w1, . . . , w4}| − |U ∩ {x5, x6}|+ 1{w1,w2,x5}⊆U + 1{w1,w2,x6}⊆U

=

4∑
i=1

|Ui ∩Ai|+ r − 2 · |U ∩ {w1, . . . , w4}| − |U ∩ {w1, w2, w3}|+ t

= |U ∩A|+ r + t. (7.13)

To complete the proof, it is enough to show that r + t ≥ −1A⊆U and that r + t ≥ 1 if |U ∩ A| ≤ 3

and U \ A 6= ∅. In what follows we will frequently use the fact that ∆(Ui) ≥ |Ui ∩ Ai| − 1Ai⊆Ui for each
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1 ≤ i ≤ 4, as mentioned above. We consider two cases, depending on whether w1 ∈ U or not. Suppose

first that w1 /∈ U . In this case we have t = |U ∩ {w2, w3}| − |U ∩ {x5, x6}|. Furthermore, Ai 6⊆ Ui for each

2 ≤ i ≤ 4, which implies that ∆(Ui) ≥ |Ui ∩Ai| for these values of i. Note that if x5 ∈ U , then Ui \Ai 6= ∅
for i = 3, 4, so, by the “moreover”-part of Claim 7.2.3 (and as w1 /∈ U), we have ∆(Ui) ≥ |Ui ∩Ai|+ 1 for

these values of i. Similarly, if x6 ∈ U , then ∆(Ui) ≥ |Ui ∩Ai|+ 1 for i = 2, 4. Altogether, we conclude that

r ≥ |U ∩ {x5, x6}|+ 1− 1U∩{x5,x6}=∅ − 1A1⊆U1 and hence

r + t ≥ |U ∩ {w2, w3}|+ 1− 1U∩{x5,x6}=∅ − 1A1⊆U1 . (7.14)

If A1 ⊆ U1, then {w2, w3} ⊆ U and hence r+t ≥ 1. So we assume from now on that A1 6⊆ U1. It then easily

follows from (7.14) that r+t ≥ 1 unless U∩{w2, w3, x5, x6} = ∅. Suppose then that U∩{w2, w3, x5, x6} = ∅
and note that in this case r ≥ 0 and t = 0, so in particular r+ t ≥ 0 ≥ −1A⊆U . Furthermore, if U \A 6= ∅,
then U \ (A1 ∪ · · · ∪ A4) 6= ∅ (because U ∩ {w1, w2, w3} = ∅), so there must be some 1 ≤ i ≤ 4 such that

Ui \ Ai 6= ∅. Now Claim 7.2.3 implies that ∆(Ui) ≥ |Ui ∩ Ai| + 1 and hence r ≥ 1. We conclude that if

U \A 6= ∅, then r + t ≥ 1, as required.

Having handled the case that w1 /∈ U , we assume from now on that w1 ∈ U . Here we consider several

subcases, depending on the intersection of U with {w2, w3}. Suppose first that U ∩ {w2, w3} = ∅. Then

Ai 6⊆ Ui for each 1 ≤ i ≤ 4, implying that r ≥ 0. Furthermore, t = 1−|U ∩{x5, x6}|. So if U ∩{x5, x6} = ∅,
then r + t ≥ 1 and we are done. On the other hand, if U ∩ {x5, x6} 6= ∅, then U4 \ A4 6= ∅, which implies,

by Claim 7.2.3, that ∆(U4) ≥ |U4 ∩ A4|+ 1. This shows that r + t ≥ 0 ≥ −1A⊆U and in fact r + t ≥ 1 if

|U ∩{x5, x6}| ≤ 1. So from now on we assume that {x5, x6} ⊆ U and show that r+t ≥ 1 unless |U ∩A| ≥ 4.

As {x5, x6} ⊆ U , we have Ui \ Ai 6= ∅ for i = 2, 3. It now follows from Claim 7.2.3 that for each i = 2, 3,

if w′i /∈ U , then ∆(Ui) ≥ |Ui ∩ Ai| + 1, which, combined with ∆(U4) ≥ |U4 ∩ A4| + 1, implies that r ≥ 2

and hence r + t ≥ 1. So, we are done unless w′2, w
′
3 ∈ U . Suppose then that w′2, w

′
3 ∈ U . If w4 /∈ U , then

either U2 = {w1, w
′
2, x6} or U2 = {w1, w

′
2, y5, x6}, and in both cases ∆(U2) = 3 = |U2 ∩ A2| + 1. But this

implies that r ≥ 2, again giving r + t ≥ 1. Therefore, we may assume that w4 ∈ U . Similarly, if w′4 /∈ U ,

then U4 = {w1, x5, x6}, from which it follows that ∆(U4) = 3 = |U4 ∩ A4|+ 2 and hence r ≥ 2. So again,

we may assume that w′4 ∈ U . Altogether, we see that r + t ≥ 1 unless {w′2, w′3, w4, w
′
4} ⊆ U , which only

holds if |U ∩A| ≥ 4.

Suppose now that |U ∩ {w2, w3}| = 1. By symmetry, we may assume without loss of generality that

w2 ∈ U and w3 /∈ U . Then t = 2 − 1x6∈U and Ai 6⊆ Ui for every i ∈ {1, 2, 4}. It follows that r + t ≥
2 − 1x6∈U − 1A3⊆U3 and hence r + t ≥ 1 unless x6 ∈ U and A3 ⊆ U3. Suppose then that x6 ∈ U and

{w′3, w4} ⊆ A3 ⊆ U3 ⊆ U . As x6 ∈ U , we have U2 \ A2 6= ∅. Therefore, if w′2 /∈ U , then by Claim 7.2.3

we have ∆(U2) ≥ |U2 ∩ A2| + 1, which implies that r ≥ 0 and hence r + t ≥ 1. So we may assume that

w′2 ∈ U . Similarly, if w′4 /∈ U , then either U4 = {w1, w2, x6} or U4 = {w1, w2, x5, x6}. Since in both cases

∆(U4) = |U4 ∩ A4| + 1, we infer that if w′4 /∈ U , then r ≥ 0 and hence r + t ≥ 1. Overall, we see that

r + t ≥ 1 unless {w′2, w′3, w4, w
′
4} ⊆ U , as required.

It remains to handle the case that {w2, w3} ⊆ U . In this case, we have t = 3, so r+ t ≥ 0 unless r = −4.

But if r = −4, then Ai ⊆ Ui for each 1 ≤ i ≤ 4, which implies that A ⊆ U . So we see that r+ t ≥ −1A⊆U ,

as required. Furthermore, if |U ∩ A| ≤ 3, then #{1 ≤ i ≤ 4 : Ai ⊆ Ui} ≤ 2 (indeed, if Ai ⊆ Ui for at least

3 indices 1 ≤ i ≤ 4, then |U ∩ {w′1, . . . , w′4}| ≥ 3 and w4 ∈ U , implying that |U ∩ A| ≥ 4), so in fact we

have r ≥ −2 and hence ∆(U) ≥ |U ∩A|+ 1. This completes the proof. �
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Figure 7.2: The (14,10)-configuration used in Lemma 7.2.2
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7.3 Proof of Lemma 7.1.8

In this section, we prove Lemma 7.1.8 through a sequence of claims. We start by defining the 3-graphs

(G`)`≥0 appearing in the statement of the lemma. Very roughly speaking, G` can be thought of as the

3-graph obtained by starting with a complete k-ary tree of height ` and replacing each of its vertices by a

copy of G.

In each of the graphs G` we identify a special subset of vertices which will play a crucial role. More

precisely, for every ` ≥ 0, the graph G` will contain a subset of vertices A` ⊆ V (G`) which we will denote by

x1, . . . , xk and y0, . . . , y`. If G∗ is a copy of some G`, then we use xi(G
∗) and yi(G

∗) to denote the vertices

of G∗ playing the roles of xi and yi in G∗. We also set A`(G
∗) = {x1(G∗), . . . , xk(G

∗), y0(G∗), . . . , y`(G
∗)}.

When both G∗ and the value of ` are clear from the context, we will simply write A`, x1, . . . , xk, y0, . . . , y`.

Recall that G is assumed to be nice; so let A ⊆ V (G) be as in Definition 7.1.5, noting that |A| = k + 1

and that A is an independent set. Assuming the vertices of A are (arbitrarily) named x1, . . . , xk, y0, we

now set G0 to be G, y0(G0) to be y0 and xi(G0) to be xi for every 1 ≤ i ≤ k. In particular, A0(G0) = A.

Proceeding by induction, we fix ` ≥ 1 and assume that G`−1, as well as the vertices xi(G`−1) and yi(G`−1)

(and thus also the set A`−1(G`−1)), have already been defined. Now G` is defined as follows. Start with a

set of k+ `+ 1 vertices x1, . . . , xk and y0, . . . , y`. We will set xi(G`) to be xi for every 1 ≤ i ≤ k and yi(G`)

to be yi for every 0 ≤ i ≤ `. In addition to these k + ` + 1 vertices, we also have k additional vertices

x′1, . . . , x
′
k. For each 1 ≤ i ≤ k, add a copy of G`−1, denoted Gi`−1, in which xj plays the role of xj(G`−1)

for each j ∈ [k] \ {i}, x′i plays the role of xi(G`−1), yj plays the role of yj(G`−1) for each 0 ≤ j ≤ `− 1 and

all other v(G`−1)− k− ` vertices are “new”. As a last step, add a copy G` of G in which xi plays the role

of xi(G) for each 1 ≤ i ≤ k, y` plays the role of y0(G) and all other v(G)− k − 1 vertices are “new”. The

resulting 3-graph is G`.

Claim 7.3.1. For every ` ≥ 0, the set A`(G`) ⊆ V (G`) is independent and the graph G` satisfies the

assertion of Item 1 of Lemma 7.1.8.

Proof. We first prove by induction on ` that A`(G`) is an independent set. For ` = 0, this is guaranteed

by our choice of A0(G0) = A. So fixing ` ≥ 1 and assuming the claim holds for `−1, we now prove it for `.

By the definition of G`, each edge of G` belongs to one of the 3-graphs G1
`−1, . . . , G

k
`−1, G

`. Moreover, we

have V (Gi`−1) ∩A`(G`) ⊆ A`−1(Gi`−1) for every 1 ≤ i ≤ k and similarly V (G`) ∩A`(G`) = A0(G`). So the

fact that A`(G`) is independent follows from the induction hypothesis for `− 1 and from the case ` = 0.

Since A`(G`) is independent, the subgraphs G1
`−1, . . . , G

k
`−1, G

`, which comprise G`, are pairwise edge-

disjoint. This implies that e(G`) = k · e(G`−1) + e(G). We now prove the two assertions of Item 1 of the

lemma by induction on `. The case ` = 0 is immediate. As for the induction step, observe that for each

` ≥ 1, we have

e(G`) = k · e(G`−1) + e(G) =

(
k · k

` − 1

k − 1
+ 1

)
· e(G) =

k`+1 − 1

k − 1
· e(G),

where the second equality follows from the induction hypothesis for `− 1. Moreover, we have

v(G`) = 2k + `+ 1 + k · (v(G`−1)− k − `) + v(G)− k − 1

= k + `+ k · (v(G`−1)− k − `+ 1) + v(G)− k
= k + `+ k · e(G`−1) + e(G) = k + `+ e(G`).
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Here we used the fact that ∆(G) = k and the induction hypothesis that ∆(G`−1) = k + `− 1. The above

two expressions for e(G`) and v(G`) imply both assertions of Item 1. �

Item 2 of Lemma 7.1.8 follows from the following stronger claim.

Claim 7.3.2. Let ` ≥ 1 and e(G`−1)/e(G) < t ≤ e(G`)/e(G). Then there is a subgraph G′ of G` such that

v(G′)− e(G′) ≤ k + `, e(G′) = t · e(G) and A`(G`) ⊆ V (G′).

Before proving Claim 7.3.2, let us use this claim to establish the assertion of Item 2 of the lemma by

induction on `. The case ` = 0 is trivial, so let ` ≥ 1 and 1 ≤ t ≤ e(G`)/e(G). If t > e(G`−1)/e(G), then

the assertion of Item 2 follows from Claim 7.3.2 and if t ≤ e(G`−1)/e(G), then it follows from the induction

hypothesis for `− 1 and the fact that G` contains a copy of G`−1.

In the proof of Claim 7.3.2, we will need the following simple claim. Recall that G1
`−1, . . . , G

k
`−1 are the

copies of G`−1 which feature in the definition of G`.

Claim 7.3.3. Let 0 ≤ `′ < `. Then G` contains a copy G∗ of G`′ such that V (G∗) ⊆ V (Gk`−1), xi(G
∗) =

xi(G`) for each 1 ≤ i ≤ k − 1 and yi(G
∗) = yi(G`) for each 0 ≤ i ≤ `′.

Proof. The proof is by induction on `, with the base case ` = 0 holding vacuously. Let 0 ≤ `′ < `. If

`′ = ` − 1 then G∗ = Gk`−1 is easily seen to satisfy the requirements of the claim. Suppose then that

`′ ≤ `− 2. By the induction hypothesis, G`−1 contains a copy G∗∗ of G`′ such that xi(G
∗∗) = xi(G`−1) for

each 1 ≤ i ≤ k − 1 and yi(G
∗∗) = yi(G`−1) for each 0 ≤ i ≤ `′. Let G∗ be the subgraph playing the role of

G∗∗ in the copy Gk`−1 of G`−1. Then it is evident that V (G∗) ⊆ V (Gk`−1). Moreover, for each 1 ≤ i ≤ k−1,

we have xi(G
∗) = xi(G

k
`−1) = xi(G`), where the first equality follows from our choice of G∗ and the second

equality follows from the definition of G`. A similar argument shows that yi(G
∗) = yi(G

k
`−1) = yi(G`) for

each 0 ≤ i ≤ `′. �

Proof of Claim 7.3.2. The proof is by induction on `. We start with the base case ` = 1. Let 1 <

t ≤ e(G1)/e(G) = k + 1. Recall that G1
0, . . . , G

k
0 and G1 are the copies of G0 = G which feature in

the definition of G1. Let G′ be the subgraph of G1 consisting of G1
0, . . . , G

t−1
0 and G1. Then e(G′) =

(t−1) · e(G) + e(G) = t · e(G). Moreover, A1(G1) = {x1(G1), . . . , xk(G1), y0(G1), y1(G1)} ⊆ V (G′) because

{x1(G1), . . . , xk(G1), y1(G1)} ⊆ V (G1) ⊆ V (G′) and y0(G1) ∈ V (G1
0) ⊆ V (G′) (here we are using the fact

that t ≥ 2). Finally, note that

v(G′) = |A1(G1)|+ (t− 1) · (v(G)− k) + (v(G)− k − 1) = k + 1 + t · e(G) = e(G′) + k + 1,

as required.

Now let ` ≥ 2 and let t be such that

(k` − 1)/(k − 1) = e(G`−1)/e(G) < t ≤ e(G`)/e(G) = (k`+1 − 1)/(k − 1).

Here the equalities follow from Item 1 of the lemma. Let d be the unique integer satisfying

d · (k` − 1)/(k − 1) + 1 ≤ t < (d+ 1) · (k` − 1)/(k − 1) + 1

and note that 1 ≤ d ≤ k, where the first inequality follows from the assumption t > (k` − 1)/(k − 1) and

the second inequality follows from the assumption t ≤ (k`+1 − 1)/(k − 1) = k · (k` − 1)/(k − 1) + 1. Set

t′ = t− d · (k` − 1)/(k − 1)− 1, (7.15)
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noting that 0 ≤ t′ < (k` − 1)/(k − 1). Observe also that if d = k then t = k · (k` − 1)/(k − 1) + 1 (as t is

never larger than this number), in which case t′ = 0.

Let `′ ≥ 0 be the minimum integer satisfying t′ ≤ e(G`′)/e(G) = (k`
′+1 − 1)/(k − 1). Note that

`′ < ` because t′ < (k` − 1)/(k − 1). We now show that there is a subgraph G′′ of Gk`−1 such that

v(G′′) − e(G′′) ≤ k + `′, e(G′′) = t′ · e(G) and |V (G′′) ∩ A`(G`)| ≥ k + `′. We begin by noting that

by Claim 7.3.3, G` contains a copy G∗ of G`′ such that V (G∗) ⊆ V (Gk`−1), xi(G
∗) = xi(G`) for each

1 ≤ i ≤ k − 1 and yi(G
∗) = yi(G`) for each 0 ≤ i ≤ `′. In particular, |A`′(G∗) ∩ A`(G`)| ≥ k + `′. If

t′ = 0, then take G′′ to be the empty graph on the vertex set {x1(G`), . . . , xk−1(G`), y0(G`)} ⊆ V (Gk`−1),

noting that this G′′ satisfies all required properties. If t′ = 1, in which case `′ = 0, then take G′′ to be

G∗ (which is isomorphic to G`′ = G0 = G). Then v(G′′) − e(G′′) = v(G) − e(G) = k, e(G′′) = e(G) and

|V (G′′)∩A`(G`)| ≥ |A`′(G∗)∩A`(G`)| ≥ k, as required. Next, suppose that t′ > 1, which means that `′ ≥ 1.

Then e(G`′−1)/e(G) < t′ ≤ e(G`′)/e(G) by our choice of `′. By the induction hypothesis for `′ (which we

apply to the copy G∗ of G`′), there is a subgraph G′′ of G∗ such that v(G′′)−e(G′′) ≤ k+`′, e(G′′) = t′ ·e(G)

and A`′(G
∗) ⊆ V (G′′). In particular, we have |V (G′′)∩A`(G`)| ≥ |A`′(G∗)∩A`(G`)| ≥ k+ `′, as required.

This shows that a subgraph G′′ of Gk`−1 with the desired properties indeed exists.

Now, let G′ be the subgraph of G` consisting of G`, G1
`−1, . . . , G

d
`−1 and the 3-graph G′′ as in the previous

paragraph. Recall that G′′ is a subgraph of Gk`−1 and that if d = k then t′ = 0 and hence e(G′′) = 0. It

follows that G′′ is edge-disjoint from G1
`−1, . . . , G

d
`−1, G

`, which are themselves pairwise edge-disjoint by

the definition of G`. This in turn implies that

e(G′) = d · e(G`−1) + e(G) + e(G′′) =

(
d · k

` − 1

k − 1
+ 1 + t′

)
· e(G) = t · e(G). (7.16)

Here, the second equality follows from Item 1 of the lemma and from our choice of G′′, while the last equality

uses our choice of t′ in (7.15). Next, we observe that A`(G`) ⊆ V (G′). Indeed, this follows from the fact that

A`(G`)\{x1(G`), y`(G`)} ⊆ V (G1
`−1) ⊆ V (G′) (recall that d ≥ 1) and that x1(G`), y`(G`) ∈ V (G`) ⊆ V (G′).

Finally, it remains to estimate v(G′)− e(G′). To this end, note that

v(G′) = |A`(G`)|+ d · (v(G`−1)− k − `+ 1) + (v(G)− k − 1) + |V (G′′) \A`(G`)|
≤ k + `+ d · (v(G`−1)− k − `+ 1) + (v(G)− k) + (v(G′′)− k − `′)
≤ k + `+ d · e(G`−1) + e(G) + e(G′′) = e(G′) + k + `,

where in the first equality we used the definition of G′; in the first inequality we used the fact that

|A`(G`)| = k + ` + 1 and |V (G′′) ∩ A`(G`)| ≥ k + `′; in the second inequality we used the guarantees of

Item 1 of the lemma and the fact that v(G′′)− e(G′′) ≤ k+ `′; and in the last equality we used (7.16). We

have thus shown that v(G′)− e(G′) ≤ k + `. This completes the proof of the claim. �

The rest of this section is devoted to establishing Item 3 of Lemma 7.1.8. To this end, we first prove

the following claim, which shows that the niceness of G (with respect to the set A) is carried over to some

extent to all G`. From now on, we will write A` = {x1, . . . , xk, y0, . . . , y`} (omitting G` from the notation).

We also set X := {x1, . . . , xk}.

Claim 7.3.4. Let ` ≥ 0 and let U ⊆ V (G`) be such that {y0, . . . , y`−1} ⊆ U . Then

1. ∆(U) ≥ |U ∩A`| − 1{x1,...,xk,y`}⊆U . In particular, if |U ∩A`| ≥ k + `, then ∆(U) ≥ k + `.
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2. If |U ∩X| ≤ k − 2 and U \A` 6= ∅, then ∆(U) ≥ |U ∩A`|+ 1.

3. If |U ∩X| ≥ k − 1 and U ∩ V (G`) is not contained in X, then ∆(U) ≥ k + `.

Proof. We first prove Items 1-2 by induction on ` and then use these items to derive Item 3. In the

base case ` = 0, Items 1-2 immediately follow from the fact that G0 = G is nice and from our choice of

A0 = A via Definition 7.1.5. Let now ` ≥ 1 and let U ⊆ V (G`). We start with Item 1. For 1 ≤ i ≤ k, put

Ui := U ∩ V (Gi`−1). Similarly, put U0 := U ∩ V (G`) and note that

|U ∩A`| = |U0 ∩ {x1, . . . , xk, y`}|+ ` (7.17)

because y0, . . . , y`−1 ∈ U by assumption. Since A` is independent (see Claim 7.3.1), we have e(U) =∑k
i=0 e(Ui). Observe also that

|U | =
k∑
i=0

|Ui| − (k − 1) · (|U ∩X|+ |U ∩ {y0, . . . , y`−1}|),

as each element of X ∪ {y0, . . . , y`−1} is contained in exactly k of the sets V (G1
`−1), . . . , V (Gk`−1), V (G`)

and each of the other vertices of G` is contained in exactly one of these sets. From the above formulas for

e(U) and |U |, it follows that

∆(U) =

k∑
i=0

∆(Ui)− (k − 1) · (|U ∩X|+ `). (7.18)

Here we used the fact that {y0, . . . , y`−1} ⊆ U by assumption. Recall that by the definition of G`, for each

1 ≤ i ≤ k, we have

A`−1(Gi`−1) = {x1, . . . , xk, y0, . . . , y`−1, x
′
i} \ {xi}.

By the induction hypothesis for `− 1, applied to the copy Gi`−1 of G`−1, we get

∆(Ui) ≥ |Ui ∩A`−1(Gi`−1)| − 1A`−1(Gi`−1)⊆Ui ≥ |Ui ∩ (A` \ {xi, y`})|, (7.19)

where the second inequality follows by considering whether x′i ∈ Ui or not. From (7.19), we obtain

k∑
i=1

∆(Ui) ≥
k∑
i=1

|Ui ∩ (A` \ {xi, y`})|

= (k − 1) · |U ∩X|+ k · |U ∩ {y0, . . . , y`−1}|
= (k − 1) · |U ∩X|+ k`,

(7.20)

where in the first equality we used the fact that each element of X belongs to exactly k − 1 of the sets

A` \ {xi, y`} (where 1 ≤ i ≤ k) and each element of {y0, . . . , y`−1} belongs to all of these sets. Plugging

the above into (7.18) gives

∆(U) ≥ ∆(U0) + `. (7.21)

Since G is nice and G` is a copy of G in which y` plays the role of y0(G), we have

∆(U0) ≥ |U0 ∩ {x1, . . . , xk, y`}| − 1{x1,...,xk,y`}⊆U0
. (7.22)

138



By combining (7.17), (7.21) and (7.22), we get

∆(U) ≥ ∆(U0) + ` ≥ |U0 ∩ {x1, . . . , xk, y`}| − 1{x1,...,xk,y`}⊆U + ` = |U ∩A`| − 1{x1,...,xk,y`}⊆U ,

thus establishing Item 1.

Next, we prove Item 2. Suppose then that |U∩X| ≤ k−2 and U \A` 6= ∅. The inequality |U∩X| ≤ k−2

implies that |U0 ∩{x1, . . . , xk, y`}| ≤ k− 1 and that A`−1(Gi`−1) 6⊆ Ui for each 1 ≤ i ≤ k. Since U \A` 6= ∅,
there is 0 ≤ i ≤ k such that Ui \ A` 6= ∅. Suppose first that i = 0. Then U0 \ {x1, . . . , xk, y`} 6= ∅, which,

combined with |U0 ∩ {x1, . . . , xk, y`}| ≤ k − 1, implies that ∆(U0) ≥ |U0 ∩ {x1, . . . , xk, y`}| + 1. Here we

used the niceness of G (see Item 2 in Definition 7.1.5). By plugging our bound on ∆(U0) into (7.21) and

using (7.17), we get ∆(U) ≥ ∆(U0) + ` ≥ |U0 ∩ {x1, . . . , xk, y`}|+ 1 + ` = |U ∩ A`|+ 1, as required. Now

suppose that 1 ≤ i ≤ k. We claim that

∆(Ui) ≥ |Ui ∩ (A` \ {xi, y`})|+ 1. (7.23)

In other words, we show that the inequality bounding the leftmost term in (7.19) by the rightmost one is

strict. If x′i ∈ Ui, then

∆(Ui) ≥ |Ui ∩A`−1(Gi`−1)| − 1A`−1(Gi`−1)⊆Ui = |Ui ∩A`−1(Gi`−1)| ≥ |Ui ∩ (A` \ {xi, y`})|+ 1,

as required. Here, in the first inequality we used (7.19), in the equality we used the fact that A`−1(Gi`−1) 6⊆
Ui (as mentioned above) and in the last inequality we used the fact that

x′i ∈ A`−1(Gi`−1) \ A`. So suppose now that x′i /∈ Ui and note that in this case Ui \ A`−1(Gi`−1) 6= ∅
because Ui \ A` 6= ∅ and A`−1(Gi`−1) ⊆ A` ∪ {x′i}. Moreover, the intersection of Ui with the set

{x1(Gi`−1), . . . , xk(G
i
`−1)} = {x1, . . . , xk, x

′
i} \ {xi} is of size at most k − 2, because |U ∩ X| ≤ k − 2.

So by the induction hypothesis, applied to the copy Gi`−1 of G`−1, we have

∆(Ui) ≥ |Ui ∩A`−1(Gi`−1)|+ 1 ≥ |Ui ∩ (A` \ {xi, y`})|+ 1,

where the last inequality uses (7.19). We have thus proven (7.23). By repeating the calculation in (7.20)

and plugging in (7.23) and (7.19) (which we use for each j ∈ [k] \ {i}), we obtain

∆(U) =
k∑
i=0

∆(Ui)− (k − 1) · (|U ∩X|+ `) ≥ ∆(U0) + `+ 1

≥ |U0 ∩ {x1, . . . , xk, y`}|+ `− 1{x1,...,xk,y`}⊆U0
+ 1

= |U0 ∩ {x1, . . . , xk, y`}|+ `+ 1 = |U ∩A`|+ 1.

Here, the second inequality uses (7.22) and the last equality uses (7.17). This completes the inductive

proof of Items 1-2.

It remains to deduce Item 3 from Items 1-2. Suppose then that |U ∩X| ≥ k − 1 and that U0 6⊆ X. If

X ⊆ U or y` ∈ U , then |U ∩ A`| ≥ k + `, in which case Item 1 implies that ∆(U) ≥ k + `, as required.

So we may assume that |U ∩ X| = k − 1 and y` /∈ U . Since U0 is not contained in X, we must have

U0 \{x1, . . . , xk, y`} 6= ∅. So by the niceness of G we have ∆(U0) ≥ |U0∩{x1, . . . , xk, y`}|+1 = k. Plugging

this into (7.21) gives ∆(U) ≥ k + `, as required. �
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Item 3 of Lemma 7.1.8 will be derived from the following claim, in a manner similar to the derivation

of Lemma 7.1.6 from Lemma 7.2.1.

Claim 7.3.5. For every ` ≥ 0, r ≥ 0 and ε ∈ (0, 1), there are δ = δ(`, r, ε) and n0 = n0(`, r, ε) such that,

for every 3-graph H on n ≥ n0 vertices, if H contains at least εnk+` copies of G`, then (at least) one of

the following conditions is satisfied:

1. There is k + ` ≤ q ≤ v(G`) − 1 such that, for every 1 ≤ i ≤ r, the 3-graph H contains a (v′, e′)-

configuration which contains a copy of G`, where v′ − e′ ≤ k + ` and v′ = q + i · (v(G`)− q).

2. H contains at least δ · nk+`+1 copies of G`+1.

Proof. We proceed similarly to the proof of Lemma 7.2.1. Fixing ` ≥ 0, we set v := v(G`),

ζ := 2−v(1+2vr) · v−v · ε,

δ = δ(`, r, ε) = ζ
4 · γ

(
k, ζ2

)
and n0 = n0(`, r, ε) = 2

γ(k, ζ
2

)
, where γ is from Theorem 7.1.3.

Let H be a 3-graph on n ≥ n0 vertices, which contains at least εnk+` copies of G`. Partition the vertices

of H randomly into sets (Cz : z ∈ V (G`)) by choosing, for each vertex x ∈ V (H), a vertex z ∈ V (G`)

uniformly at random and independently (of the choices made for all other vertices of H) and placing x in

part Cz. A copy of G` in H will be called good if, for each z ∈ V (G`), the vertex playing the role of z in

this copy belongs to Cz. Since H contains at least εnk+` copies of G`, there are in expectation at least

v−v ·εnk+` good copies of G`. So fix a partition (Cz : z ∈ V (G`)) with at least this number of good copies of

G` and denote the set of these copies by F . We will identify each good copy of G` with the corresponding

embedding ϕ : V (G`)→ V (H), while noting that ϕ(z) ∈ Cz for each z ∈ V (G`). Recall that G` is the copy

of G featured in the definition of G`. Define an auxiliary graph G on F as follows. For each pair of distinct

ϕ1, ϕ2 ∈ F , we set U(ϕ1, ϕ2) := {z ∈ V (G`) : ϕ1(z) = ϕ2(z)} and let {ϕ1, ϕ2} be an edge in G if and only

if U := U(ϕ1, ϕ2) satisfies {y0, . . . , y`−1} ⊆ U , as well as (at least) one of the following three conditions:

(i) |U ∩A`| ≥ k + `.

(ii) y` ∈ U and either |U ∩X| ≥ k − 1 or |U ∩X| = k − 2 and U \A` 6= ∅.

(iii) |U ∩X| ≥ k − 1 and U ∩ V (G`) is not contained in X.

Suppose first that there is ϕ ∈ F whose degree in G is at least

d := 2v(1+2vr).

Let ϕ1, . . . , ϕd be distinct neighbors of ϕ in G. By the pigeonhole principle, there is I ′ ⊆ [d] of size at least

2−vd = 2v2vr and a set U ′ ⊆ V (G`) such that, for all i ∈ I ′, it holds that U(ϕ,ϕi) = U ′. As in the proof

of Lemma 7.2.1, we consider the coloring {i, j} 7→ U(ϕi, ϕj) of the pairs {i, j} ∈
(
I′

2

)
and use a bound for

multicolor Ramsey numbers [36] to obtain a set I ⊆ I ′ of size |I| = r and a set U ⊆ V (G`) such that

U(ϕi, ϕj) = U for all {i, j} ∈
(
I
2

)
. Observe that for each {i, j} ∈

(
I
2

)
, we have U ⊇ U(ϕ,ϕi)∩U(ϕ,ϕj) = U ′.

In particular, {y0, . . . , y`−1} ⊆ U ′ ⊆ U (by the definition of G). Note also that U 6= V (G`) because the

copies (ϕi : i ∈ I) of G` are distinct.
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We now use Claim 7.3.4 to prove that ∆(U) ≥ k+ `. The definition of the graph G implies that the set

U ′ must satisfy one of the conditions (i)-(iii) above. Note that for each of these three conditions, if it is

satisfied by U ′, then it is also satisfied by every superset of U ′ and, in particular, by U . Now, if U satisfies

Condition (i) (resp. (iii)), then the bound ∆(U) ≥ k+` immediately follows from Item 1 (resp. 3) of Claim

7.3.4. Suppose then that U satisfies Condition (ii). If |U∩X| ≥ k−1, then |U∩A`| ≥ k+` (since Condition

(ii) supposes that y` ∈ U), so again we can apply Item 1 of Claim 7.3.4. Finally, if |U ∩X| = k − 2 and

U \ A` 6= ∅, then we have ∆(U) ≥ |U ∩ A`|+ 1 = k + `, where the inequality is given by Item 2 of Claim

7.3.4 and the equality holds because {y0, . . . , y`} ⊆ U and |U ∩ X| = k − 2. We have thus shown that

∆(U) ≥ k + ` in all cases.

Suppose without loss of generality that I = [r]. Put W := ϕ1(U) = · · · = ϕr(U) and denote Vi :=

ϕi(V (G`) \ U) ⊆ V (H) for each 1 ≤ i ≤ r. Note that V1, . . . , Vr are pairwise disjoint. Now, fix any

1 ≤ i ≤ r and set V := V1 ∪ · · · ∪ Vi ∪W . Then

|V | = |U |+ i · (v(G`)− |U |) = i · v(G`)− (i− 1) · |U |

and

eH(V ) ≥ e(U) + i · (e(G`)− e(U)) = i · e(G`)− (i− 1) · e(U).

It follows that

|V | − eH(V ) ≤ i · (v(G`)− e(G`))− (i− 1)(|U | − e(U)) = i · (k + `)− (i− 1) ·∆(U)

≤ i · (k + `)− (i− 1) · (k + `) = k + `.

Moreover, it is evident that H[V ] contains a copy of G`. Finally, note that |U | ≥ ∆(U) ≥ k + ` and

|U | ≤ v(G`) − 1 (because U 6= V (G`), as mentioned above). Combining all the above, we see that the

assertion of Item 1 in the claim holds with q := |U |. This completes the proof in the case that G has a

vertex of degree at least d.

From now on we assume that the maximum degree of G is strictly smaller than d. Let F∗ ⊆ F be an

independent set in G of size at least v(G)/d = |F|/d. For each `-tuple of vertices u = (u0, . . . , u`−1) ∈ C̃ :=

Cy0 × · · · × Cy`−1
, we denote by F∗(u) the set of all ϕ ∈ F∗ such that ϕ(yi) = ui for each 0 ≤ i ≤ ` − 1.

Note that ∑
u∈C̃

|F∗(u)| = |F∗| ≥ |F|
d
≥ εnk+`

vvd
= ζnk+` . (7.24)

We claim that |F∗(u)| ≤ nk for each u ∈ C̃. To see this, fix any such u and let ϕ1, ϕ2 ∈ F∗(u) be

distinct. If ϕ1(xi) = ϕ2(xi) for each 1 ≤ i ≤ k, then {x1, . . . , xk, y0, . . . , y`−1} ⊆ U(ϕ1, ϕ2). But then U

satisfies Condition (i) above, implying that {ϕ1, ϕ2} ∈ E(G), in contradiction to the fact that F∗ is an

independent set in G. So we see that for each u ∈ C̃ and for each ϕ ∈ F∗(u), the values of ϕ(x1), . . . , ϕ(xk)

determine ϕ uniquely. It follows that indeed |F∗(u)| ≤ nk. Now, by using (7.24) and averaging, we get

that there are at least ζ
2n

` tuples u ∈ C̃ which satisfy |F∗(u)| ≥ ζ
2n

k. Let C ⊆ C̃ be the set of all such

tuples u. We will show that for every u = (u0, . . . , u`−1) ∈ C, there are at least 1
2γ(k, ζ2) · nk+1 copies of

G`+1 in H in which ui plays the role of yi(G`+1) for every 0 ≤ i ≤ ` − 1. Combining this with the fact

that |C| ≥ ζ
2n

`, we will conclude that H contains at least ζ
2n

` · 1
2γ(k, ζ2) · nk+1 = δnk+`+1 copies of G`+1,

as required.
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Fix any u ∈ C. Let us define an auxiliary k-uniform (k + 1)-partite hypergraph J(u) with parts

Cx1 , . . . , Cxk , Cy` , as follows. For each ϕ ∈ F∗(u), put a k-uniform (k + 1)-clique in J(u) on the vertices

ϕ(x1) ∈ Cx1 , . . . , ϕ(xk) ∈ Cxk , ϕ(y`) ∈ Cy` . We denote this clique by Kϕ. We claim that the cliques

(Kϕ : ϕ ∈ F∗(u)) are pairwise edge-disjoint. To this end, fix any pair of distinct ϕ1, ϕ2 ∈ F∗(u) and

suppose, for the sake of contradiction, that the cliques Kϕ1 ,Kϕ2 share an edge. Then there is Z ⊆
{x1, . . . , xk, y`} of size |Z| = k such that ϕ1(z) = ϕ2(z) for every z ∈ Z. It follows that Z∪{y0, . . . , y`−1} ⊆
U(ϕ1, ϕ2). Therefore, |U(ϕ1, ϕ2)∩A`| ≥ k+ `, implying that U(ϕ1, ϕ2) satisfies Condition (i) above. This

in turn implies that {ϕ1, ϕ2} ∈ E(G), which contradicts the fact that F∗(u) ⊆ F(u) is an independent set

in G. We have thus shown that the cliques (Kϕ : ϕ ∈ F∗(u)) are indeed pairwise edge-disjoint.

It follows from the previous paragraph that J(u) contains a collection of |F∗(u)| ≥ ζ
2n

k pairwise edge-

disjoint (k + 1)-cliques. By Theorem 7.1.3, the number of (k + 1)-cliques in J(u) is at least γ(k, ζ2) · nk+1.

A (k + 1)-clique K in J(u) is called colorful if it is not equal to Kϕ for any ϕ ∈ F∗(u). Since there are at

most |F∗(u)| ≤ nk non-colorful (k + 1)-cliques, the number of colorful (k + 1)-cliques in J(u) is at least

γ(k, ζ2) · nk+1 − nk ≥ 1
2γ(k, ζ2) · nk+1 (here we use our choice of n0).

To complete the proof, it remains to show that each colorful (k+1)-clique in J(u) corresponds to a copy

of G`+1 in H. Fix any colorful (k + 1)-clique K = {w1, . . . , wk, u`}, where u` is the unique vertex of K

contained in Cy` and, for each 1 ≤ i ≤ k, wi is the unique vertex of K contained in Cxi . By the definition

of J(u), each of the k+ 1 edges of K corresponds to an embedding of G` into H. More precisely, there are

ϕ0, ϕ1, . . . , ϕk ∈ F∗(u) such that:

� For each 1 ≤ i ≤ k, ϕi(y`) = u` and ϕi(xj) = wj for each j ∈ [k] \ {i}.

� ϕ0(xi) = wi for each 1 ≤ i ≤ k.

We claim that ϕ0, . . . , ϕk are pairwise distinct. Assume, for the sake of contradiction, that ϕi = ϕi′ =: ϕ

for some 0 ≤ i < i′ ≤ k. Then ϕ(xj) = wj for each 1 ≤ j ≤ k. Indeed, this follows from the two items above

and from the (obvious) fact that one of i, i′ does not equal j. Similarly, since i, i′ cannot both equal 0, the

first item above implies that ϕ(y`) = u`. We now see that K = Kϕ, in contradiction to the assumption

that K is colorful. Hence, ϕ0, . . . , ϕk are indeed pairwise distinct. Now the edge-disjointness of the cliques

Kϕ0 ,Kϕ1 , . . . ,Kϕk implies that w′i := ϕi(xi) 6= wi for each 1 ≤ i ≤ k and that u`+1 := ϕ0(y`) 6= u`.

We now show how to construct a copy of G`+1 using the copies of G` corresponding to ϕ1, . . . , ϕk
and the copy of G corresponding to ϕ0(G`). In this copy of G`+1, the role of xi(G`+1) will be played

by wi for every 1 ≤ i ≤ k, the role of the vertex x′i ∈ V (G`+1) will be played by w′i for every 1 ≤
i ≤ k (recall the definition of G`+1) and the role of yi(G`+1) will be played by ui for every 0 ≤ i ≤
` + 1. (Recall that the vertices u0, . . . , u`−1 have already been fixed via the choice of u.) Note that for

each 1 ≤ i ≤ k, the embedding ϕi corresponds to a copy of G` in which wj plays the role of xj(G`)

for every j ∈ [k] \ {i}, w′i plays the role of xi(G`) and uj plays the role of yj(G`) for every 0 ≤ j ≤
`. This copy of G` will play the role of Gi` in our copy of G`+1. Similarly, restricting ϕ0 to V (G`)

gives a copy of G in which wi plays the role of xi(G) for each 1 ≤ i ≤ k and u`+1 plays the role of

y0(G) (as y0(G`) = y`(G`) and ϕ0(y`(G`)) = u`+1). By the definition of G`+1, in order to show that

Im(ϕ1) ∪ · · · ∪ Im(ϕk) ∪ ϕ0(V (G`)) spans a copy of G`+1, it suffices to verify that the k copies of G` given

by ϕ1, . . . , ϕk, and the copy of G given by ϕ0(G`), do not intersect outside of {w1, . . . , wk, u0, . . . , u`}.
Therefore, our goal is to show that Im(ϕi) ∩ Im(ϕj) = {w1, . . . , wk, u0, . . . , u`} \ {wi, wj} for each 1 ≤ i <

j ≤ k and that Im(ϕi) ∩ ϕ0(V (G`)) = {w1, . . . , wk} \ {wi} for each 1 ≤ i ≤ k. We start with the former
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statement. Fix any 1 ≤ i < j ≤ k. Setting U := U(ϕi, ϕj), note that Im(ϕi) ∩ Im(ϕj) = ϕi(U) = ϕj(U),

that y0, . . . , y` ∈ U and that U ∩X = X \{xi, xj} and hence |U ∩X| = k−2. If we had U \A` 6= ∅, then U

would satisfy Condition (ii) above, which in turn would imply that {ϕi, ϕj} ∈ E(G), thus contradicting the

fact that F∗(u) ⊆ F∗ is an independent set in G. So we see that U ⊆ A` and therefore U = A` \ {xi, xj}.
This in turn is equivalent to having Im(ϕi) ∩ Im(ϕj) = {w1, . . . , wk, u0, . . . , u`} \ {wi, wj}, as required.

Let us now show that Im(ϕi) ∩ ϕ0(V (G`)) = {w1, . . . , wk} \ {wi} holds for every 1 ≤ i ≤ k. Fixing

1 ≤ i ≤ k, set U := U(ϕi, ϕ0) and note that A` \ {xi, y`} = {x1, . . . , xk, y0, . . . , y`−1} \ {xi} ⊆ U . Now, if

U ∩ V (G`) were not contained in X, then U would satisfy Condition (iii) above, which would imply the

false statement that {ϕi, ϕ0} ∈ E(G). So we see that U ∩V (G`) ⊆ X. Moreover, xi /∈ U , because otherwise

the (k + 1)-cliques corresponding to ϕi and ϕ0, respectively, would not be edge-disjoint (or, alternatively,

because otherwise U would satisfy Condition (i) above). So we see that U ∩ V (G`) = {x1, . . . , xk} \ {xi},
which implies that Im(ϕi) ∩ ϕ0(V (G`)) = {w1, . . . , wk} \ {wi}. �

Finally, we use Claim 7.3.5 in order to establish Item 3 of the lemma by induction on `. The case ` = 0

is trivial. Let us now fix ` ≥ 0, assume the validity of Item 3 for ` and prove the analogous statement for

`+ 1. It is easy to see that if the assertion of 3(a) holds for parameter `, then it also holds for parameter

`+ 1. So we may assume that the assertion of Item 3(b) holds, namely, that H contains at least ε′ · nk+`

copies of G` (where ε′ := δ(`, r, ε), as given by Item 3 in the lemma). So we may apply Claim 7.3.5 to

H (with parameter ε′ in place of ε). If Item 1 of Claim 7.3.5 holds, then Item 3(a) of Lemma 7.1.8 holds

with `+ 1 in place of ` (and with j = `). If instead Item 2 of Claim 7.3.5 holds, then H contains at least

δ ·nk+`+1 copies of G`+1, as required by Item 3(b) in Lemma 7.1.8. This completes the proof of the lemma.

7.4 An Improved Bound for a Generalized Ramsey Problem of Erdős

and Gyárfás

The Brown–Erdős–Sós problem has a known connection to (a special case of) the following generalized

Ramsey problem, introduced by Erdős and Gyárfás in [47]. Let g(n, p, q) denote the minimum number of

colors in a coloring of the edges of Kn in which every copy of Kp receives at least q colors. For a fixed p ≥ 4,

Erdős and Gyárfás [47] showed that g(n, p, q) is quadratic in n if and only if q ≥ qquad(p) :=
(
p
2

)
− bp2c+ 2

and that Ω(n2) ≤ g(n, p, qquad(p)) ≤
(
n
2

)
− εn2 for some ε = ε(p) > 0. They then asked for which

qquad(p) < q ≤
(
p
2

)
it holds that g(n, p, q) =

(
n
2

)
− o(n2), observing that this question is related to the

Brown–Erdős–Sós problem and using this relation to prove several partial results. The relation was further

exploited by Sárközy and Selkow, who combined it with their result in [99] (or, more precisely, with a

4-uniform analogue thereof) to show that g(n, p, q) =
(
n
2

)
− o(n2) whenever q > qquad(p) + d log2 p

2 e. By

using our improved bound for the Brown–Erdős–Sós problem (i.e., Corollary 7.0.2), we can improve upon

the result of Sárközy and Selkow [101]. For completeness, we now sketch the proof of the reduction from

the above generalized Ramsey problem to the Brown–Erdős–Sós problem. This reduction has been used

implicitly in [47, 101].

Proposition 7.4.1. Let p ≥ 4 and qquad(p) < q ≤
(
p
2

)
. Set e :=

(
p
2

)
− q + 1. If f4(n, p, e) = o(n2), then

g(n, p, q) =
(
n
2

)
− o(n2).

Proof. Assume that f4(n, p, e) = o(n2) and suppose, for the sake of contradiction, that (for infinitely
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many n) there is a coloring of the edges of Kn with t :=
(
n
2

)
− εn2 colors (where ε > 0 is fixed) in which

every copy of Kp receives at least q colors. Then at least εn2 edges have the same color as some other edge.

Observe that each color appears fewer than bp2c times. Indeed, otherwise take edges e1, . . . , eb p
2
c, all

having the same color, and supplement them with (a suitable number of) vertices to obtain a copy of Kp

which receives at most
(
p
2

)
− bp2c+ 1 < qquad(p) < q, a contradiction. It follows that at least εn2/bp/2c ≥

2εn2/p colors appear at least twice. For each such color c, fix a pair of distinct edges (ec1, e
c
2) which are

colored with c. We claim that there are less than (p− 1)n/2 colors c for which ec1 and ec2 intersect. Indeed,

assign to each such intersecting pair of edges their common vertex. If the number of intersecting pairs is

at least (p− 1)n/2, then there is a vertex u which is the common vertex for at least bp−1
2 c such edge-pairs.

In other words, there are distinct vertices (xi, yi : 1 ≤ i ≤ bp−1
2 c) such that the color of {u, xi} is the same

as that of yi for each 1 ≤ i ≤ bp−1
2 c. As before, by adding a suitable number of vertices one obtains a copy

of Kp which receives at most
(
p
2

)
− bp−1

2 c < qquad(p) < q colors, in contradiction to our assumption.

It follows from the above two paragraphs that there are at least 2εn2/p− (p− 1)n/2 ≥ εn2/p colors c

(appearing at least twice) for which ec1, e
c
2 are disjoint. Define an auxiliary 4-graph H on V (Kn) by putting

a (4-uniform) edge on ec1∪ec2 for each color c for which ec1, e
c
2 are disjoint. Since K4 has 3 perfect matchings,

we have e(H) ≥ εn2

3p . Observe, crucially, that H contains no (p, e)-configuration. Indeed, if H contained

a (p, e)-configuration, then, by the definition of H and our choice of e, the vertex set of this configuration

would correspond to a copy of Kp receiving at most
(
p
2

)
− e = q − 1 colors, which is impossible. We thus

conclude that e(H) ≤ f4(n, p, e). On the other hand, e(H) ≥ εn2

3p , implying that f4(n, p, e) = Ω(n2), in

contradiction to our assumption. �

By Corollary 7.0.2, applied with parameters r = 4, k = 2 and e =
(
p
2

)
−q+1, the bound f4(n, p, e) = o(n2)

holds whenever p ≥ 2e+ 18 log e/ log log e = 2(
(
p
2

)
− q + 1) + 18 log e/ log log e. By rearranging, we get the

inequality q ≥
(
p
2

)
− p

2 + 1 + 18 log e/ log log e. Recalling the value of qquad(p) and using the (obvious) fact

that e ≤
(
p
2

)
, we see that this inequality holds whenever q ≥ qquad(p) + C log p/ log log p for some suitable

absolute constant C. By combining this with Proposition 7.4.1, we obtain the following improvement upon

the aforementioned result from [101].

Theorem 7.4.2. There is an absolute constant C such that g(n, p, q) =
(
n
2

)
− o(n2) for every p ≥ 4 and

q ≥ qquad(p) + C log p/ log log p.
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