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Summary

In this thesis we consider the analogue of the André-Oort conjecture for Drinfeld
modular varieties. This analogue was formulated by Breuer and says that every
irreducible component of the Zariski closure of a set of special points in a Drinfeld
modular variety is a special subvariety. Breuer proved it in the case where the
given special points all lie in a curve and in the case where all special points
have a certain behaviour at a fixed set of primes.

We extend the results of Breuer by proving the analogue for arbitrary sets of
special points with separable reflex field over the base field. In particular, our
result shows the correctness of the full analogue for Drinfeld modular varieties
of rank coprime to the characteristic of the base field.

The proof of our result is an adaptation of the methods of Klingler and Yafaev
in the classical case and consists of several steps of arithmetic and geometric
nature:

• We show that, in any infinite family of Drinfeld modular subvarietiesX of a
Drinfeld modular variety, the degree of X is unbounded, where the degree
of subvarieties is defined via the Satake compactification of a Drinfeld
modular variety. We prove this using an explicit classification of Drinfeld
modular subvarieties.

• We prove a geometric criterion for a Hodge-generic subvariety Z of a Drin-
feld modular variety S to be equal to S. It says that Z is equal to S if Z
is contained in a suitable Hecke translate of itself.

• We show the existence of primes satisfying certain technical conditions
which are needed to construct a Hecke correspondence satisfying the as-
sumptions in the above geometric criterion. This step uses an effective
version of Čebotarev’s theorem over function fields which relies on the
correctness of the generalized Riemann conjecture over function fields.

• We finish the proof by induction using the above results.
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Zusammenfassung

In der vorliegenden Arbeit betrachten wir das Analogon der André-Oort Ver-
mutung für Drinfeld-Modulvarietäten. Dieses Analogon wurde von Breuer for-
muliert und besagt, dass jede irreduzible Komponente des Zariski-Abschlusses
einer Menge von speziellen Punkten in einer Drinfeld-Modulvarietät eine spezielle
Untervarietät ist. Breuer bewies es, falls die gegebenen speziellen Punkte alle
in einer Kurve liegen, und im Fall, dass alle speziellen Punkte ein bestimmtes
Verhalten an einer festen Menge von Stellen haben.

Wir erweitern die Resultate von Breuer, indem wir das Analogon für be-
liebige Mengen von speziellen Punkten mit separablem Reflexkörper über dem
Grundkörper beweisen. Insbesondere zeigt unser Resultat die Richtigkeit des
vollen Analogons für Drinfeld-Modulvarietäten, deren Rang teilerfremd zur Cha-
rakteristik des Grundkörpers ist.

Der Beweis unseres Resultats ist eine Anpassung der Methoden von Klin-
gler und Yafaev im klassischen Fall und besteht aus mehreren Schritten von
arithmetischer und geometrischer Natur:

• Wir zeigen, dass in jeder unendlichen Familie von Drinfeld-Modulunter-
varietäten X einer Drinfeld-Modulvarietät der Grad von X unbeschränkt
ist, wobei der Grad von Untervarietäten mit Hilfe der Satake-Kompakti-
fizierung einer Drinfeld-Modulvarietät definiert ist. Wir beweisen dies mit
einer expiziten Klassifikation von Drinfeld-Untermodulvarietäten.

• Für eine Hodge-generische Untervarietät Z einer Drinfeld-Modulvarietät S
beweisen wir ein geometrisches Kriterium, wann Z gleich S ist. Es besagt,
dass Z gleich S ist, wenn Z in einem geeigneten Hecke-Translat von sich
selber enthalten ist.

• Wir zeigen die Existenz von Stellen, die gewisse technische Bedingungen
erfüllen. Diese verwenden wir um Hecke-Korrespondenzen zu konstruieren,
die die Voraussetzungen des obigen geometrischen Kriteriums erfüllen.
Dieser Schritt benutzt eine effektive Version des Satzes von Čebotarev
über Funktionenkörpern, die auf der Richtigkeit der verallgemeinerten
Riemann-Vermutung über Funktionenkörpern beruht.

• Wir beenden den Beweis mit Induktion mit Hilfe obiger Resultate.
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Introduction

The André-Oort conjecture

The André-Oort conjecture asserts that every irreducible component of the
Zariski closure of a set of special points in a Shimura variety is a special subva-
riety. This remarkable statement arose from research of André and Oort about
the distribution of CM points in moduli spaces of abelian varieties in the late
1980’s and the 1990’s.

In the late 1990’s, Edixhoven proved the conjecture for Hilbert modular
surfaces and products of modular curves assuming the generalized Riemann
hypothesis (GRH) in [11] and [12]. Both proofs exploit the Galois action on
special points and use geometric properties of Hecke correspondences. In the
special case of a product of two modular curves, André [2] gave a proof without
assuming GRH.

These methods were extended in [13] by Edixhoven and Yafaev to prove
the conjecture for curves in general Shimura varieties containing infinitely many
special points all lying in the same Hecke orbit. Subsequently, Yafaev [37] also
proved the conjecture for general curves assuming GRH.

Recently, Klingler, Ullmo and Yafaev have announced a proof of the full
André-Oort conjecture assuming GRH, see [24] and [36]. Their methods use
a combination of the methods of Edixhoven and Yafaev and equidistribution
results of Clozel and Ullmo [7] established by ergodic theoretic methods.

For a more detailed exposition of results concerning the André-Oort conjec-
ture for Shimura varieties, we refer to the survey article of Noot [29].

Drinfeld modular varieties

Drinfeld modular varieties are a natural analogue of Shimura varieties in the
function field case. They are moduli spaces for Drinfeld A-modules over a global
function field F of a given rank r with some level structure, where A is the ring
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of elements of F that are regular outside of a fixed place ∞.

As for Shimura varieties, there is an analytic description of a Drinfeld mod-
ular variety S as a double quotient. Let C∞ be the completion of an algebraic
closure of the completion F∞ of F and let Af

F be the adeles of F outside of ∞.
There is a natural rigid-analytic isomorphism

S(C∞) ∼= GLr(F ) \ (Ωr
F ×GLr(Af

F )/K), (0.0.1)

where K ⊂ GLr(Af
F ) is an open compact subgroup, called level, and Ωr

F denotes
Drinfeld’s upper half-space obtained by removing all F∞-rational hyperplanes
from Pr−1(C∞). In this situation, the Drinfeld modular variety S is of dimen-
sion r − 1 and S is denoted by SrF,K.

Also along the same lines as for Shimura varieties, one can define Hecke
correspondences on Drinfeld modular varieties. These are finite algebraic corre-
spondences defined over the base field F .

Special subvarieties and Drinfeld modular subvarieties

One can define special subvarieties of a Drinfeld modular variety S = SrF,K
parametrising Drinfeld A-modules of rank r in analogy to the case of Shimura
varieties. For each finite extension F ′ of F of degree r/r′ with only one place
above∞ and integral closure A′ of A in F ′, the restriction of Drinfeld A′-modules
to A gives a morphism from the moduli space of Drinfeld A′-modules of rank r′

(with a certain level structure) to S defined over F ′. These morphisms are
analogues of morphisms induced by a Shimura subdatum. A special subvariety V
is defined to be a geometric irreducible component of a Hecke translate of the
image of such a morphism. A special point is a special subvariety of dimension 0.

In fact, we can interpret each special subvariety as a geometric irreducible
component of a Drinfeld modular subvariety. A Drinfeld modular subvariety X
is the image of the composition of an above morphism defined by the restriction
of Drinfeld A′-modules to A with a morphism given by a Hecke correspondence.
Such a composition, called inclusion morphism, is associated to an extension

F ′/F of the above type and an Af
F -linear isomorphism b : (Af

F )
r

∼=→ (Af
F ′)

r′

encoding the involved Hecke correspondence. We say that F ′ is the reflex field
of X and its geometric irreducible components.

A Drinfeld modular subvariety X with reflex field F ′ is irreducible over F ′.
So if a special subvariety V is a geometric irreducible component of X, the union
of the Galois conjugates of V over F ′ is equal to X.
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André-Oort Conjecture for Drinfeld modular varieties

The following analogue of the André-Oort conjecture was formulated by Breuer
in [5]:

Conjecture 1. Let S = SrF,K be a Drinfeld modular variety and Σ a set of
special points in S. Then each irreducible component over C∞ of the Zariski
closure of Σ is a special subvariety of S.

Breuer [5] proved this analogue in two cases. Firstly, when the Zariski closure
of Σ is a curve, and secondly when all special points in Σ have a certain behaviour
at a fixed set of primes. Before, he proved an analogue of the André-Oort
conjecture for products of modular curves in odd characteristic in [4]. These
proofs use an adaptation of the methods of Edixhoven and Yafaev in [13], [12]
and [37]. The results are unconditional because GRH holds over function fields.

In this thesis, we extend the arguments of Breuer using an adaptation of
the methods of Klingler and Yafaev in [24]. Our main result is the following
theorem:

Theorem 2. Conjecture 1 is true if the reflex fields of all special points in Σ
are separable over F .

Since the reflex field of a special point in a Drinfeld modular variety SrF,K is
of degree r over F , special points with inseparable reflex field over F can only
occur if r is divisible by p = char(F ). So Theorem 2 implies

Theorem 3. Conjecture 1 is true if r is not a multiple of p = char(F ).

Compactification of Drinfeld modular varieties and degree
of subvarieties

In [30], Pink constructs the Satake compactification S
r

F,K of a Drinfeld modular
variety SrF,K. It is a normal projective variety over F which contains SrF,K as an
open subvariety.

If K is sufficiently small in a certain sense, there is a natural ample invertible
sheaf on S

r

F,K. We assume this condition on K in the following because the proof
of Theorem 2 can be easily reduced to this case. So we can define the degree of
a subvariety of SrF,K as the degree of its Zariski closure in S

r

F,K with respect to
this ample invertible sheaf. The degree of a subvariety can be seen as a measure
for the “complexity” of the subvariety.
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The construction of the natural ample invertible sheaf on the compactifica-
tion is compatible with inclusion morphisms and the morphisms appearing in
Hecke correspondences. Therefore we can control the degree of Drinfeld modular
subvarieties and Hecke translates of subvarieties.

Reductions in the proof of Theorem 2

We need to show that a geometrically irreducible subvariety Z of S containing
a Zariski dense subset of special points with separable reflex field over F is
a special subvariety. By the separability assumption, Z is defined over a finite
separable extension of F and the union of its Galois conjugates over F is defined
and irreducible over F . Since the union of the Galois conjugates over F of a
special point is a finite union of Drinfeld modular subvarieties of dimension 0,
we are reduced to showing the following statement for d = 0:

Theorem 4. Let Σ be a set of Drinfeld modular subvarieties of S of dimension d
with separable reflex field over F whose union is Zariski dense in a subvariety
Z ⊂ S which is defined and irreducible over F . Then Z is a finite union of
Drinfeld modular subvarieties of S.

By descending induction on d, this follows from the following crucial state-
ment:

Theorem 5. Let Σ and Z be as in Theorem 4 with d < dimZ. Then, for almost
all X ∈ Σ, there is a Drinfeld modular subvariety X ′ of S with X ( X ′ ⊂ Z.

In [24], Klingler and Yafaev perform the same induction, however they work
with special subvarieties instead of Drinfeld modular subvarieties.

Sketch of the proof of Theorem 5

For the proof of Theorem 5 we assume that Z is Hodge-generic. This means
that no geometric irreducible component of Z is contained in a proper Drinfeld
modular subvariety of S. We can make this assumption because otherwise we
can replace S by a smaller Drinfeld modular variety.

Degree of Drinfeld modular subvarieties

For a Drinfeld modular subvariety X which is the image of Sr
′

F ′,K′ under an
inclusion morphism, we show that the product D(X) (called the predegree of X)
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of the index of K′ in a maximal compact subgroup of GLr′(Af
F ′) with the class

number of F ′ is up to a constant a lower bound for the degree of X.

We give a classification of the Drinfeld modular subvarieties of S and then
use it to show that the predegree D(X) is unbounded as X ranges through an
infinite set of Drinfeld modular subvarieties. This gives the following result:

Theorem 6. If Σ is an infinite set of Drinfeld modular subvarieties of S, then
degX is unbounded as X varies over Σ.

Note that, for a special subvariety V which is a geometric irreducible compo-
nent of a Drinfeld modular subvariety X, the union of the Galois conjugates of
V over its reflex field is equal to X. Therefore, degX measures both the degree
of V and the number of Galois conjugates of V . So our unboundedness statement
tells us that it is not possible that in an infinite family of special subvarieties V ,
the degrees and the number of Galois conjugates of V are both bounded. Since
we can exclude this case, we only need an adaptation of the Galois-theoretic and
geometric methods in [24] and do not need equidistribution results as in [7].

Geometric criterion

Recall that we assume that Z is Hodge-generic and irreducible over F . These
two assumptions allow us to deduce a geometric criterion for Z being equal to S.
It is a key ingredient of our proof of Theorem 5 and says that Z is equal to the
whole of S provided that Z is contained in a suitable Hecke translate of itself.
A similar geometric criterion appears in the proof of Klingler and Yafaev in the
classical case.

Theorem 7. Suppose that K = Kp ×K(p) with Kp ⊂ GLr(Fp) and assume that
Z ⊂ TgpZ for some gp ∈ GLr(Fp). If, for all k1, k2 ∈ Kp, the cyclic subgroup of
PGLr(Fp) generated by the image of k1 · gp · k2 is unbounded, then Z = S.

The proof of this theorem is based on two results:

(i) Zariski density

We define the Thp + Th−1
p
-orbit of a geometric point x ∈ S(C∞) to be the

smallest subset of S(C∞) containing x which is invariant under Thp and
Th−1

p
. Using the rigid-analytic structure of S(C∞) given by (0.0.1), we

show that the Thp +Th−1
p
-orbit of an arbitrary point x ∈ S(C∞) is Zariski

dense in the geometric irreducible component of S containing x provided
that hp ∈ GLr(Fp) is chosen such that the cyclic subgroup of PGLr(Fp)
generated by the image of hp is unbounded.
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(ii) A result of Pink [31, Theorem 0.1] on the Galois representations associ-
ated to Drinfeld modules implies that the image of the arithmetic étale
fundamental group of a geometric irreducible component of Z is open in
GLr(Fp), see Theorem 4 in [6]. Here we need our assumption that Z is
Hodge-generic.

We deduce from (ii) and the assumption Z ⊂ TgpZ that, in some finite cover
of S, some Thp + Th−1

p
-orbit is contained in an irreducible component of the

preimage of Z, where hp = (k1gpk2)
n for suitable k1, k2 ∈ Kp and n ≥ 1. With

the unboundedness assumption in the theorem and (i) we then conclude that Z
is equal to the whole of S.

Induction

Our final step of the proof of Theorem 5 consists of an induction which uses a
Hecke correspondence with specific properties. Precisely, we prove the following
statement by induction:

Theorem 8. Let X be a Drinfeld modular subvariety of S associated to F ′/F

and b : (Af
F )

r
∼=→ (Af

F ′)
r′ and assume that X is contained in a Hodge-generic

subvariety Z ⊂ S which is irreducible over F .

Suppose that Tgp is a Hecke correspondence localized at a prime p with the
following properties:

(i) gp is defined by some g′p′ ∈ GLr′(F
′
p′) where p′ is a prime of F ′ lying

over p, i.e., gp = b−1 ◦ g′p′ ◦ b.

(ii) gp satisfies the unboundedness condition in Theorem 7, i.e., K = Kp ×
K(p) with Kp ⊂ GLr(Fp) and, for all k1, k2 ∈ Kp, the cyclic subgroup of
PGLr(Fp) generated by the image of k1 · gp · k2 is unbounded,

(iii) If ι : S ′ → S is an inclusion morphism with X ⊂ ι(S ′), then the Hecke
correspondence T ′ on S ′ defined by g′p′ satisfies (ii) and deg T ′ = deg Tgp,

(iv) degX > deg(Tgp)
2s−1 · (degZ)2s for s := dimZ − dimX.

Then there is a Drinfeld modular subvariety X ′ of S with X ( X ′ ⊂ Z.

We perform an induction over s := dimZ − dimX. Property (i) implies
X ⊂ TgpX, in particular we therefore have

X ⊂ Z ∩ TgpZ.
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The lower bound (iv) for degX now says that X cannot be a union of geometric
irreducible components of Z ∩ TgpZ. Therefore we find an irreducible compo-
nent Z ′ over F of Z ∩ TgpZ with X ⊂ Z ′ and dimZ ′ > dimX. There are two
cases:

If Z ′ = Z, we have Z ⊂ TgpZ and conclude by Theorem 7 that Z = S, so
the conclusion of Theorem 5 is true with X ′ = S.

If Z ′ ( Z, then dimZ ′ < dimZ because Z is irreducible over F . We replace
Z by Z ′ and apply the induction hypothesis. In this step, it is possible that Z ′

is not Hodge-generic any more. In this case, we replace S by a smaller Drinfeld
modular variety S ′ and show that (i)-(iv) are still valid in S ′ using our property
(iii).

Choice of a suitable Hecke correspondence

To finish the proof of Theorem 5, by Theorem 8 we need to show that, for almost
all X ∈ Σ, there is a Hecke correspondence Tgp localized at a prime p with the
properties (i)-(iv). To construct such a Tgp for a X ∈ Σ, we need the prime p to
satisfy specific conditions under which we call the prime good for X:

Definition 9. Let X be a Drinfeld modular subvariety of SrF,K associated to F ′/F

and b : (Af
F )

r
∼=→ (Af

F ′)
r′. A prime p of F is called good for X ⊂ SrF,K if there is

an sp ∈ GLr(Fp) such that the following holds for the Ap-lattice Λp := sp · Arp:

(a) K = Kp × K(p) where Kp = spK(p)s−1
p for the principal congruence sub-

group K(p) of GLr(Ap),

(b) bp(Λp) is an A
′ ⊗A Ap-submodule of (A′ ⊗A Ap)

r′,

(c) there exists a prime p′ of F ′ above p with local degree 1 over F .

Theorem 10. If p is a good prime for a Drinfeld modular subvariety X ⊂ SrF,K,
then there is a Hecke correspondence Tgp localized at p satisfying (i)-(iii) from
Theorem 8 with

deg Tgp = |k(p)|r−1,

where k(p) denotes the residue field of p.

We show this theorem by defining

gp := spdiag(π
−1
p , 1, . . . , 1)s−1

p

7



for a uniformizer πp at p. In the proof, it is crucial that Kp is not a maximal
compact subgroup of GLr(Fp), which is guaranteed by condition (a) in the def-
inition of good prime. Otherwise we are not able to satisfy the unboundedness
condition (ii).

However, (a) is a very strict condition on the prime p: For a fixed level K
it can only be satisfied at most at a finite set of primes because K is maximal
compact at almost all primes. Since (b) and (c) are both satisfied only for an
infinite set of primes of density smaller than one, for a fixed level K, in general we
cannot find a prime p satisfying (a)-(c). We get rid of this problem by starting
with a prime p for which there is an sp ∈ GLr(Fp) such that

(a’) K = spGLr(Ap)s
−1
p ×K(p)

and also (b) and (c) are satisfied. We can find such a prime because (a’) is
satisfied for some sp for all but finitely many primes. With an effective version of
Čebotarev’s theorem which relies on the correctness of GRH for function fields
we can even show that such a prime satisfying an upper bound for its degree
exists provided that degX is large enough:

Theorem 11. For all N > 0, there is a dN > 0 such that, for all Drinfeld
modular subvarieties X of SrF,K with degX ≥ dN , there is a prime p of F and
a sp ∈ GLr(Fp) such that the following holds where Λp := sp · Arp and X is

associated to F ′/F and b : (Af
F )

r
∼=→ (Af

F ′)
r′:

(a’) K = spGLr(Ap)s
−1
p ×K(p),

(b) bp(Λp) is an A
′ ⊗A Ap-submodule of (A′ ⊗A Ap)

r′,

(c) there exists a prime p′ of F ′ above p with local degree 1 over F ,

(d) |k(p)|N < degX.

We conclude the proof of Theorem 5 as follows. We choose a certain N > 0
and, for all X ∈ Σ with degX ≥ dN , we choose a prime p satisfying the
properties in Theorem 11. Since degX is unbounded as X ranges over Σ by
Theorem 6, this works for almost all X ∈ Σ. We then make Kp smaller by
passing to a finite cover of S. More precisely, we consider the Drinfeld modular
variety S̃ := Sr

F,K̃ with K̃ = spK(p)s−1
p ×K(p) which is a finite cover of S = SrF,K.

The conditions (a)-(c) from Definition 9 are now satisfied for some Drinfeld
modular subvariety X̃ of S̃ lying over X, i.e., p is a good prime for X̃ ⊂ S̃.

By Theorem 10, we then find a Hecke correspondence Tgp on S̃ localized at p

satisfying (i)-(iii) from Theorem 8 for X̃ ⊂ S̃. Furthermore, with property (d)
of p we can show that (iv) is also satisfied for X̃ ⊂ S̃ and some irreducible
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component Z̃ over F of the preimage of Z in S̃ provided that degX is large
enough and we have chosen N > 0 suitably before.

Since degX is unbounded as X ranges over Σ by Theorem 6, with Theorem 8
we therefore get a Drinfeld modular subvariety X̃ ′ of S̃ with X̃ ( X̃ ′ ( Z̃ for
almost all X ∈ Σ. The image X ′ ⊂ S of X̃ ′ under the covering map S̃ → S
then satisfies the conclusion of Theorem 5.

Difficulties in the inseparable case

Unfortunately, the above methods do not work in the inseparable case, i.e., if Σ
in Theorem 4 contains Drinfeld modular subvarieties of S with inseparable reflex
field. This is caused by the fact that every prime ramifies in an inseparable field
extension. Therefore, for a Drinfeld modular subvariety with inseparable reflex
field, there is no prime for which condition (c) in Definition 9 is satisfied. So
we cannot apply Theorem 10 to find a Hecke correspondence satisfying (i)-(iii)
from Theorem 8.

Also other approaches to find such Hecke correspondences fail. For example,
if X is a Drinfeld modular subvariety of dimension 0 with purely inseparable
reflex field F ′/F and p any prime of F , then a Hecke correspondence Tgp localized
at p satisfying (i) of Theorem 8 does not satisfy the unboundedness condition (ii)
in Theorem 8: Indeed, in this case there is exactly one prime p′ of F ′ above p
with ramification index r and, if πp′ ∈ F ′

p′ is a uniformizer, then 1, πp′ , . . . , π
r−1
p′ is

an Fp-basis of F
′
p′ . Therefore, if gp ∈ GLr(Fp) is defined by g′p′ = πkp′ ∈ GL1(F

′
p′)

as in (i) of Theorem 8, then gp is a conjugate of the matrix
πp

1
. . .

1


k

∈ GLr(Fp)

for πp := πrp′ . Its r-th power is a scalar matrix, hence the cyclic subgroup of
PGLr(Fp) generated by the image of gp is bounded and we cannot apply our
geometric criterion (Theorem 7) for the Hecke correspondence Tgp .
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Outline of the thesis

In Chapter 0, we introduce some notation and conventions and discuss a few
algebro-geometric preliminaries.

In Chapter 1, we define Drinfeld modular varieties for arbitrary level K ⊂
GLr(Af

F ) as quotients of fine moduli schemes of Drinfeld modules.

In Chapter 2, we first define projection morphisms and Hecke correspondences
on Drinfeld modular varieties. Then we define inclusion morphisms of Drinfeld
modular varieties which allow us to define Drinfeld modular subvarieties and
special subvarieties of a Drinfeld modular variety S. Subsequently, we discuss a
criterion under which two Drinfeld modular subvarieties are contained in each
other and give a classification of the Drinfeld modular subvarieties of S. Finally,
we show that the absolute Galois group naturally acts on the set of Drinfeld
modular subvarieties of S and describe the Galois action on the irreducible
components of S.

In Chapter 3, we define the degree of subvarieties of a Drinfeld modular
variety using the Satake compactification constructed in [30] and give estimates
for the degree of Hecke translates of subvarieties. We then show that, in any
infinite family of Drinfeld modular subvarieties X of S, the degree of X is
unbounded (Theorem 6). Here we need our classification of Drinfeld modular
subvarieties from the previous chapter.

The next two chapters are devoted to the proof of our geometric criterion for
being a Drinfeld modular subvariety (Theorem 7). Chapter 4 deals with Zariski
density of Tg + Tg−1-orbits and in Chapter 5 we give the proof of the actual
criterion.

In Chapter 6, we first define good primes for Drinfeld modular subvarieties.
We then explain, for a fixed Drinfeld modular subvariety, how we can find a
suitable Hecke correspondence at a good prime as in Theorem 10. The last
section of Chapter 6 is devoted to find a good prime for a given Drinfeld modular
subvariety of large enough degree in some finite cover of S (Theorem 11).

In Chapter 7, we finally conclude the proof of Theorem 5 by proving Theo-
rem 8 and applying the results of the previous chapters. Here we also explain
why Theorem 5 implies our main result (Theorem 2).
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Chapter 0

Preliminaries

0.1 Notation and conventions

The following notation and conventions will be used throughout this thesis:

|M | denotes the cardinality of a set M .

Fq denotes a fixed finite field with q elements.

For an Fq-algebra R, we denote by R{τ} the ring of non-commutative polyno-
mials in the variable τ with coefficients in R and the commutator rule τλ = λqτ
for λ ∈ R.

F always denotes a global function field of characteristic p with field of
constants Fq and ∞ a fixed place of F .

For a pair (F,∞), we use the following notation:

A ring of elements of F regular outside ∞
F∞ completion of F at ∞
C∞ completion of an algebraic closure of F∞
F sep separable closure of F inside C∞

Af
F ring of finite adeles of F (i.e., adeles outside ∞)

Â profinite completion of A
Cl(F ) class group of A
g(F ) genus of F
Ωr
F Drinfeld’s upper half-space of dimension r − 1 over F

A place p ̸=∞ of F is said to be a prime of F . We identify a prime p of F
with a prime ideal of A and denote its residue field by k(p). The completion
of F at p is denoted by Fp, its discrete valuation ring by Ap and the ring of finite

11



adeles of F outside p by Af, p
F .

We often consider a finite extension F ′ of F with exactly one place∞′ over∞.
We use the analogous notations for such extensions, e.g., A′, F ′

∞′ . Note that the
above used algebraic closure of F∞ is also an algebraic closure of F ′

∞′ . Therefore,
we can and do assume C∞ = C∞′ .

For a place p of F , we set F ′
p := F ′ ⊗ Fp and A′

p := A′ ⊗ Ap. Since F is a
global field, there are canonical isomorphisms

F ′
p

∼−→
∏
p′|p

F ′
p′

A′
p

∼−→
∏
p′|p

A′
p′

of Fp- resp. Ap-algebras. We identify F ′
p with

∏
p′|p F

′
p′ and A

′
p with

∏
p′|pA

′
p′ via

these isomorphisms. Furthermore, for a place p′ over p, we denote by (F ′
p)

(p′)

resp. (A′
p)

(p′) the product of all F ′
q resp. A

′
q with q|p and q ̸= p′.

For r, r′ ≥ 1 with r = r′ · [F ′/F ], we often consider an isomorphism of F -

vector spaces φ : F r ∼→ F ′r′ . In this situation, extending scalars to Fp for a

place p of F and to Af
F , we get isomorphisms

F r
p

φ−→ F ′
p
r′

(Af
F )

r φ−→ (Af
F ′)

r′
,

which we also denote by φ (by a slight abuse of notation).

For a second finite extension F ′′ of F with exactly one place ∞′′ above ∞,
we use the analogous conventions and notations.

For the formulation of algebro-geometric results, we use the following con-
ventions:

• For a scheme X over a field K and a field extension L of K, we write XL

for its base extension X ×Spec(K) Spec(L).

• Unless otherwise stated, variety means a reduced separated scheme of fi-
nite type over C∞ and subvariety means a reduced closed subscheme of a
variety.

• Since C∞ is algebraically closed, we can and do identify the set X(C∞) of
C∞-valued points of a variety X with the set of its closed points.

• For a subfield K ⊂ C∞, a variety X together with a scheme X0 of finite
type over K and an isomorphism of schemes αX : X0,C∞

∼→ X is called

12



a variety over K. We often write X in place of (X,X0, αX) and identify
X0,C∞ with X via αX if this leads to no confusion. Note that in this caseX
is also a variety over K ′ for any intermediate field K ′ of K ⊂ C∞ because
of (X0,K′)C∞

∼= X0,C∞ .

• Let X ′ and X be two varieties over K. A morphism X ′ → X of varieties
over C∞ which is the base extension to C∞ of a morphism X ′

0 → X0 of
schemes over K is called a morphism of varieties over K.

• For a variety X = X0,C∞ over K, a subvariety X ′ together with a closed
subscheme X ′

0 of X0 and an isomorphism X ′
0,C∞

∼→ X ′ such that X ′
0,C∞

∼→
X ′ ↪→ X = X0,C∞ is the base extension to C∞ of X ′

0 ↪→ X0 is said to be
defined over K. Again, we often only write X ′ and identify X ′

0,C∞ and X ′

via the given isomorphism.

• For a variety X = X0,C∞ over K and a subfield K ′ ⊂ C∞ containing K,
we denote by X(K ′) the set of K ′-valued points of X0, i.e.,

X(K ′) := X0(K
′) = MorK(Spec(K

′), X0).

Note that X(K ′) is naturally a subset of the set of closed points of X via
the natural inclusions and identifications

X(K ′) := X0(K
′) ⊂ X0(C∞) = X(C∞) = {closed points of X},

in fact it is equal to the set of closed points of X defined over K ′, see, e.g.,
p. 26 of [3].

• A variety X = X0,C∞ over K is called K-irreducible if X0 is an irreducible
scheme over K.

• The degree of a finite surjective morphism X → Y of irreducible varieties
(over C∞) is defined to be the degree of the extension of the function fields
C∞(X)/C∞(Y ). We say that a finite surjective morphism f : X → Y of
(not necessarily irreducible) varieties is of degree d if for each irreducible
component Z of Y ∑

irr. components Xi of f−1(Z)

deg(f |Xi : Xi → Z) = d.

For a surjective finite morphism f : X → Y of varieties of degree d, this
definition implies the equality

f∗([X]) = d · [Y ]
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of cycles on Y (see, e.g., Section 1.4 of [15] for the definition of the push-
forward of cycles).

If f is in addition flat, then f∗OX is a locally free OY -module by Propo-
sition III.9.2 (e) in [22]. By localization at the generic points of the irre-
ducible components of Y , we see that f∗OX is locally free of rank d = deg f .

Remark: We could also formulate our results in the language of classical
algebraic geometry. However, it turns out to be more convenient to use the
language of schemes instead.

For a subfield K ⊂ C∞ we denote by Ksep the separable and by K the
algebraic closure of K in C∞. Since the field extension K/Ksep is purely in-
separable, each K-automorphism of Ksep has a unique continuation to a K-
automorphism of K. Therefore, we can and do identify the absolute Galois
group GK := Gal(Ksep/K) with the automorphism group AutK(K).

0.2 Galois action on subvarieties

Proposition 0.2.1. Let X = X0,C∞ be a variety over K ⊂ C∞. Then there is
a natural action of the absolute Galois group GK on the set of subvarieties of X
which are defined over K. Such a subvariety is already defined over K if and
only if it is defined over Ksep and GK-stable.

Proof. First note that GK acts on X0,K = X0 ×Spec(K) Spec(K) by

GK → AutSchemes(X0,K)
σ 7→ id× Spec(σ−1)

.

By our conventions in Section 0.1, a subvariety of X defined over K is of the
form X ′ = X ′

0,C∞ for a closed subscheme X ′
0 of X0,K . Using the above action,

we set
σ(X ′) := σ(X ′

0)C∞ .

This is a subvariety of X defined over K because it is the base extension to C∞
of the closed subscheme σ(X ′

0) of X0,K . Hence, we have a natural action of GK

on the set of subvarieties of X which are defined over K.

The last statement follows from Theorem AG. 14.4 in [3].

Proposition 0.2.2. Let X = X0,C∞ be a variety over K ⊂ C∞. Then the
irreducible components of X are defined over Ksep and the action of GK from
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Proposition 0.2.1 restricts to a GK-action on the set of irreducible components
of X. The latter action is transitive if and only if X is K-irreducible.

Proof. Let X0,Ksep = Z1 ∪ · · · ∪ Zn be the decomposition of X0,Ksep into irre-
ducible components. Then, Z1, . . . , Zn stay irreducible after base extension to
C∞ (Exercise II.3.15 in [22]). Hence, Z1,C∞ , . . . , Zn,C∞ are the irreducible com-
ponents of X0,C∞ = X and these are defined over Ksep because Z1, . . . , Zn are
closed subschemes of X0,Ksep .

Since the irreducible components of X are therefore exactly the maximal
irreducible subvarieties of X defined over Ksep, the action of GK from Proposi-
tion 0.2.1 restricts to an action of GK on the set of irreducible components of X
over C∞.

Note that, by Proposition 0.2.1, the union of all the irreducible components
of X over C∞ lying in one orbit of the latter action is defined over K because
it is GK-stable. Hence, if this action is not transitive, X can be written as a
finite union of at least two proper subvarieties defined over K. In particular,
the action is transitive if X is K-irreducible.

Conversely, assume by contradiction that this action is transitive and that
X = X1 ∪ X2 where X1 and X2 are proper subvarieties of X defined over K.
Then there are irreducible components X ′

1 of X1 and X ′
2 of X2 over C∞ such

that X ′
1 ( X2 and X ′

2 ( X1. By the transitivity assumption, there is a σ ∈ GK

with σ(X ′
1) = X ′

2. This gives the contradiction

X ′
2 = σ(X ′

1) ⊂ σ(X1) = X1,

hence X is K-irreducible if the considered action is transitive.

0.3 Quotient varieties

Proposition 0.3.1. Let X be an affine variety (over C∞) and G a finite sub-
group of the group of automorphisms of X. Then the topological quotient X/G
has the structure of an affine variety such that the canonical projection π : X →
X/G is a morphism of algebraic varieties. Together with π it satisfies the fol-
lowing universal property: For each G-invariant morphism f : X → Y of affine
varieties, there is a unique morphism h : X/G→ Y with f = h ◦ π.

Note that (X/G, π) is determined up to unique isomorphism by the universal
property. We call X/G the quotient variety of X under the action of G.
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Proof. We refer to the construction in Section III.12 in [34]. If X = Spec(B),
then we have X/G = Spec(BG), where BG denotes the subring of the elements
of B fixed by all automorphisms in G, and π is defined by the inclusion map
BG ↪→ B.

Proposition 0.3.2. The quotient variety X/G and the canonical projection
π : X → X/G have the following properties:

(i) The morphism π is finite of degree |G|.

(ii) If X and all the automorphisms in G are defined over a subfield K ⊂ C∞,
then X/G and π are also defined over K.

(iii) If X is a normal variety, then X/G is also normal.

(iv) If G acts freely on the closed points of X, then π is an étale morphism.

Proof. For (i), assume that X = Spec(B) and X/G = Spec(BG). For b ∈ B,
the monic polynomial

fb(X) =
∏
g∈G

(X − g(b))

with root b has coefficients in BG. Therefore, B is integral over BG. Since B is
a finitely generated C∞-algebra, it is also a finitely generated BG-algebra and
by integrality over BG therefore a finitely generated BG-module. Hence, π is a
finite morphism.

If X is irreducible, the ring B, and therefore also BG, is an integral domain.
The function field C∞(X) of X is the quotient field of B and the function field
C∞(X/G) of X/G the quotient field of BG. The latter is equal to the subfield
of invariants of C∞(X) under the unique extension of the action of G on B to
C∞(X). Therefore, C∞(X)/C∞(X/G) is a Galois extension of degree |G| and π
of degree |G|.

If X is reducible and Z is an irreducible component of X/G, the action of
G on the irreducible components of π−1(Z) is transitive. This follows because
X/G is the topological quotient of X under the action of G. Assume that
X1, . . . , Xk are the irreducible components of π−1(Z). The stabilizer Gi of such
an irreducible component Xi is a index k subgroup of G. For each i, one can
check that Z together with π|Xi

satisfies the universal property of the quotient
variety of Xi under Gi. Therefore, there is an isomorphism Xi/Gi

∼= Z such
that the diagram

Xi

π|Xi //

""FFFFFFFF Z

Xi/Gi

∼
<<yyyyyyyyy
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commutes. Since Xi is irreducible, it follows by the above discussion that π|Xi
:

Xi → Z has degree |Gi| = |G|/k and

k∑
i=1

deg(π|Xi
: Xi → Z) = |G|.

Therefore, by our definition, π is of degree |G|.

Statements (ii) and (iii) follow from Remark 2) resp. Corollary c) in Section
III.12 in [34], and (iv) follows from Section II.7 of [27].

If a group G acts on an affine variety X via

ρ : G −→ Aut(X)

such that ρ(G) ⊂ Aut(X) is finite, we denote by X/G the quotient vari-
ety X/ρ(G). By Proposition 0.3.2, the canonical projection X → X/G is finite
of degree |ρ(G)|.
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Chapter 1

Drinfeld modular varieties

1.1 Analytic description and modular interpre-

tation

We consider the following datum:

• A global function field F together with a fixed place ∞,

• a positive integer r, called rank, and

• a compact open subgroup K of GLr(Af
F ), called level.

We define Drinfeld’s upper half-space over F of dimension r − 1 by

Ωr
F := Pr−1(C∞) \ {F∞-rational hyperplanes}.

Proposition 1.1.1. The points of Drinfeld’s upper half-space Ωr
F are in bijec-

tive correspondence with the set of injective F∞-linear maps F r
∞ ↪→ C∞ up to

multiplication by a constant in C∗
∞ via the assignment

[ω1 : · · · : ωr] 7−→ [(a1, . . . , ar) 7→ a1ω1 + · · ·+ arωr].

Proof. We have the canonical bijection

Cr
∞ −→ {F∞-linear maps F r

∞ → C∞}
(ω1, . . . , ωr) 7−→ (a1, . . . , ar) 7→ a1ω1 + · · ·+ arωr

.

The F∞-linear map (a1, . . . , ar) 7→ a1ω1 + · · · + arωr is injective if and only if
ω1, . . . , ωr are F∞-linearly independent, i.e., if and only if (ω1, . . . , ωr) does not
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lie in a F∞-rational hyperplane through 0. Hence, factoring out the action of
C∗

∞ on both sides, we get the desired bijection of Drinfeld’s upper half-space
with the set of injective F∞-linear maps F r

∞ ↪→ C∞ up to multiplication by a
constant in C∗

∞.

In the following, we use the identification given by Proposition 1.1.1 and
denote the element of Ωr

F associated to an injective F∞-linear map ω : F r
∞ ↪→ C∞

by ω.

Using this notation, one sees that GLr(F ) acts on Ωr
F from the left by

T · ω := ω ◦ T−1 (1.1.1)

for T ∈ GLr(F ) considered as automorphism of F r
∞.

Remark: This action can also be described regarding Ωr
F as a subset of

Pr−1(C∞). A short calculation shows that, for ω = [ω1 : · · · : ωr] ∈ Ωr
F ⊂

Pr−1(C∞) and T ∈ GLr(F ) with T
−1 = (sij), we have

T · ω = [s11ω1 + · · ·+ sr1ωr : · · · : s1rω1 + · · ·+ srrωr]. (1.1.2)

In other words, the action of a T ∈ GLr(F ) on Ωr
F ⊂ Pr−1(C∞) is the restriction

to Ωr
F of the natural action of (T−1)T ∈ GLr(C∞) on Pr−1(C∞).

Theorem 1.1.2. There is a normal affine variety SrF,K of dimension r−1 defined
over F together with an isomorphism

SrF,K(C∞) ∼= GLr(F ) \ (Ωr
F ×GLr(Af

F )/K) (1.1.3)

of rigid-analytic spaces, where GLr(Af
F )/K is viewed as a discrete set.

In the proof, we define a variety SrF,K over F together with a rigid-analytic
isomorphism of the form (1.1.3) up to isomorphism over F . This variety is called
the Drinfeld modular variety associated to the datum (F, r,K). We will identify
its C∞-valued points with double cosets in GLr(F ) \ (Ωr

F ×GLr(Af
F )/K) via the

rigid-analytic isomorphism given in the proof.

Proof. The proof consists of several steps:

(i) We use Drinfeld’s construction of Drinfeld moduli schemes in [10] to define
SrF,K and a rigid-analytic isomorphism of the form (1.1.3) for K = K(I) ⊂
GLr(Â) a principal congruence subgroup modulo a proper ideal I of A.
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(ii) For g ∈ GLr(Af
F )∩Matr(Â) and proper ideals I, J of A with JÂr ⊂ gIÂr,

we define morphisms

πg : S
r
F,K(J) −→ SrF,K(I),

which are defined over F and satisfy the compatibility relation

πg ◦ πg′ = πgg′ .

In particular, these morphisms define an action of GLr(Â) on S
r
F,K(I).

(iii) We use this action to extend the definition in (i) to all compact open
subgroups K ⊂ GLr(Â).

(iv) We extend the definition in (ii) to get morphisms

πg : S
r
F,K′ −→ SrF,K

for arbitrary K, K′ ⊂ GLr(Â) and g ∈ GLr(Af
F ) with K′ ⊂ g−1Kg.

(v) We define SrF,K and a rigid-analytic isomorphism β of the form (1.1.3) for

arbitrary levels K ⊂ GLr(Af
F ). We use the morphisms πg from (iv) to

show the well-definedness of (SrF,K, β) up to isomorphism over F .

Step (i): Recall that a Drinfeld A-module of rank r over an F -scheme S
is a line bundle L over S together with a ring homomorphism φ from A to the
ring EndFq(L) of Fq-linear endomorphisms of L (as a group scheme over S) such
that, over any trivializing affine open subset Spec(B) ⊂ S, the homomorphism φ
is given by

φ :
A −→ EndFq(Ga,Spec(B)) = B{τ}
a 7−→ φa =

∑m(a)
i=0 bi(a)τ

i

where τ denotes the q-power Frobenius and, for all a ∈ A,

(a) qm(a) = |A/(a)|r,

(b) bm(a)(a) ∈ B∗,

(c) b0(a) = γ(a) where γ is the ring homomorphism F → B corresponding
to the morphism of affine schemes Spec(B) ↪→ S → Spec(F ).

For a proper ideal I of A, an I-level structure on a Drinfeld module L/S of
rank r is an A-linear isomorphism of group schemes over S

α : (I−1/A)r −→ LI :=
∩
a∈I

ker(L a→ L),
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where (I−1/A)r denotes the constant group scheme over S with fibers (I−1/A)r.

Remark: In general, one can also define Drinfeld A-modules together with
level structures over A-schemes instead of F -schemes. In this case, one uses
a different definition of I-level structure to deal smoothly with the fibers over
p ∈ Spec(A) dividing I, see, e.g., Section I.6 in [9].

By Section 5 of [10], the functor

F rF,I :
F -schemes −→ Sets

S 7−→ {Isomorphism classes of Drinfeld A-modules
of rank r over S with I-level structure}

is representable by a nonsingular affine scheme of finite type over F of dimen-
sion r−1. Note that, in [10], it is actually shown that the corresponding functor
from the category of schemes over Spec A to the category of sets is representable
if I is contained in two distinct maximal ideals of A. The argument in the proof
shows that it is enough that I is a proper ideal of A if we work with schemes
over Spec F .

By our conventions in Section 0.1, the base extension to C∞ of the above
representing scheme is a non-singular variety of dimension r− 1 defined over F .
We denote it by SrF,K(I), where K(I) denotes the principal congruence subgroup

modulo I. By Proposition 6.6 in [10], there is a natural isomorphism

SrF,K(I)(C∞) ∼= GLr(F ) \ (Ωr
F ×GLr(Af

F )/K(I)) (1.1.4)

of rigid-analytic spaces. Under this isomorphism, the equivalence class of an
element (ω, h) ∈ Ωr

F × GLr(Af
F ) is mapped to the C∞-valued point of SrF,K(I)

corresponding to the Drinfeld module over C∞ associated to the lattice

Λ := ω(F r ∩ hÂr)

with I-level structure given by the composition of the isomorphisms

(I−1/A)r
h−→ I−1 · (F r ∩ hÂr)/(F r ∩ hÂr) ω−→ I−1 · Λ/Λ,

where the first isomorphism is given by the multiplication by h on (Af
F )

r via the
natural identifications

(I−1/A)r ∼= I−1Âr/Âr

I−1 · (F r ∩ hÂr)/(F r ∩ hÂr) ∼= I−1 · hÂr/hÂr

by the inclusion maps. For a detailed survey of this modular interpretation, we
refer to the explanations in Section II.5 in [9].
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Step (ii): Let I, J be proper ideals of A and g ∈ GLr(Af
F )∩Matr(Â

r) such

that JÂr ⊂ gIÂr. For such a datum, we construct a morphism of functors

F rF,J −→ F rF,I .

The given g ∈ GLr(Af
F ) with matrix entries in Â induces a surjective endomor-

phism of (Af
F )

r/Âr with kernel g−1Âr/Âr. Since there is a natural isomorphism

(F/A)r ∼= (Af
F/Â)

r induced by the inclusion maps, we therefore get a surjective
homomorphism of A-modules

(F/A)r
g−→ (F/A)r.

The kernel U := ker g of this homomorphism is contained in (J−1/A)r because
we have g−1Âr ⊂ J−1IÂr ⊂ J−1Âr by our assumption JÂr ⊂ gIÂr.

For any Drinfeld module L over an F -scheme S with J-level structure
α : (J−1/A)r

∼→ LJ , the image of U ⊂ (J−1/A)r under α is a finite A-invariant
subgroup scheme of L over S. Hence, the quotient L′ := L/α(U) is also a
Drinfeld A-module over S and contains the finite subgroup scheme LJ/α(U).
Since g(J−1/A)r ∼= (J−1/A)r/U , there is a unique A-linear isomorphism α′ of
group schemes over S such that the diagram

(J−1/A)r ∼
α

//

g

��

LJ
π

��
g(J−1/A)r ∼

α′
// LJ/α(U)

commutes, where π : LJ → LJ/α(U) is the canonical projection. By the as-
sumption JÂr ⊂ gIÂr, we have (I−1/A)r ⊂ g(J−1/A)r. Restricting the isomor-
phism α′ to the I-torsion gives therefore an I-level structure

(I−1/A)r
∼−→ L′

I

of L′.

The assignment (L, α) → (L′, α′|(I−1/A)r) induces a morphism of functors
F rF,J → F rF,I and therefore a morphism πg : S

r
F,K(J) → SrF,K(I) defined over F .

We get the following description of πg on C∞-valued points identified with
double quotients by the isomorphisms (1.1.4):

[(ω, h)] 7−→ [(ω, hg−1)]. (1.1.5)

Indeed, consider the Drinfeld module φ over C∞ with J-level structure α corre-
sponding to the double coset [(ω, h)] in GLr(F ) \ (Ωr

F × GLr(Af
F )/K(J)). It is

associated to the lattice
Λ := ω(F r ∩ hÂr)
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and α is given by the composition

(J−1/A)r
h−→ J−1 · (F r ∩ hÂr)/(F r ∩ hÂr) ω−→ J−1 · Λ/Λ.

The image of U := ker((F/A)r
g→ (F/A)r) ∼= g−1Âr/Âr under this level structure

is equal to
ω(F r ∩ hg−1Âr)/Λ,

therefore the image of (φ, α) under the above morphism of functors is the Drin-
feld module associated to the lattice

Λ′ := ω(F r ∩ hg−1Âr)

with level structure given by the composition

(I−1/A)r
hg−1

−→ I−1 · (F r ∩ hg−1Âr)/(F r ∩ hg−1Âr)
ω−→ I−1 · Λ′/Λ′.

This shows the above description of πg on C∞-valued points.

This description implies that we have the relation

πg ◦ πg′ = πgg′

for two such morphisms

πg : S
r
F,K(I′) −→ SrF,K(I),

πg′ : S
r
F,K(I′′) −→ SrF,K(I′).

In particular, we have an action of GLr(Â) on SrF,K(I) by morphisms defined
over F and hence also on isomorphism classes of Drinfeld A-modules with I-
level structure.

Step (iii): Using the action of GLr(Â) on S
r
F,K(I) by the morphisms πg, we

define, for a compact open subgroup K ⊂ GLr(Â),

SrF,K := SrF,K(I)/K,

where K(I) is a principal congruence subgroup contained in K. Since K(I) acts
trivially on SrF,K(I), this quotient can be viewed as a quotient under the action of

the finite group K/K(I) by morphisms defined over F . By Proposition 0.3.1, the
quotient is an affine variety defined over F of dimension r− 1 = dimSrF,K(I). By
Proposition 0.3.1, it is a normal variety because the non-singular variety SrF,K(I)

is normal. By the description (1.1.5) of the above action on C∞-valued points,
the rigid-analytic isomorphism (1.1.4) induces one of the form

βI : (S
r
F,K(I)/K)(C∞) ∼= GLr(F ) \ (Ωr

F ×GLr(Af
F )/K). (1.1.6)
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It remains to show that, up to F -isomorphism, (SrF,K(I)/K, βI) is independent
of the choice of I. For this note that, for two ideals I, J with I ⊂ J , the functors

S 7−→ F rF,I(S)/K(J),
S 7−→ F rF,J(S)

are isomorphic, where the quotient is taken with respect to the action of GLr(Â)
on F rF,I(S). The isomorphism is given by restricting I-level structures to (J−1/A)r.

Therefore, we have a natural isomorphism

SrF,K(I)/K(J) ∼= SrF,K(J)

defined over F , which is compatible with the isomorphisms (1.1.6) and (1.1.4),
i.e., the diagram

(SrF,K(I)/K(J))(C∞)

(1.1.6)

++VVVVVVVVVVVVVVVVVVV

∼

��

GLr(F ) \ (Ωr
F ×GLr(Af

F )/K(J))

SrF,K(J)(C∞)

(1.1.4)
33hhhhhhhhhhhhhhhhhhhh

commutes.

So for two ideals J, I with K(I) ⊂ K and K(J) ⊂ K we have

SrF,K(I)/K ∼= SrF,K(I∩J)/K ∼= SrF,K(J)/K,

and these isomorphisms are compatible with the isomorphisms (1.1.6). There-
fore, we can well-define SrF,K up to isomorphism over F by SrF,K(I) together with
the rigid-analytic isomorphism βI .

Step (iv): Let g ∈ GLr(Af
F ) ∩ Matr(Â) and K,K′ ⊂ GLr(Â) with K′ ⊂

g−1Kg be given. Choose proper ideals I and J of A such that K(I) ⊂ K,
K(J) ⊂ K′ and JÂr ⊂ gIÂr. Then, by Step (iii),

SrF,K′ := SrF,K(J)/K′,

SrF,K := SrF,K(I)/K

and, by Step (ii), there is a morphism

πg : S
r
F,K(J) −→ SrF,K(I).
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Since gK′g−1 ⊂ K, for each k′ ∈ K′, there is a k ∈ K such that gk′ = kg and

πg ◦ πk′ = πk ◦ πg

as morphisms SrF,K(J) −→ SrF,K(I). So the composition of πg with the canonical
projection SrF,K(I) → SrF,K is K′-invariant and induces therefore a morphism
πg : S

r
F,K′ → SrF,K such that the diagram

SrF,K(J)

πg //

��

SrF,K(I)

��
SrF,K′

πg // SrF,K

commutes, where the vertical maps are the canonical projections. By (1.1.5),
using the identifications SrF,K(C∞) and SrF,K′(C∞) with double quotients given
by (1.1.6), this morphism πg : S

r
F,K′ → SrF,K is given by

[(ω, h)] 7−→ [(ω, hg−1)] (1.1.7)

on C∞-valued points. Therefore, we have defined πg independently of the choice

of I and J if all matrix entries of g lie in Â.

If g ∈ GLr(Af
F ) is arbitrary, there is a λ ∈ A\{0} such that λ·g ∈ GLr(Af

F )∩
Matr(Â). We then define πg := πλ·g. This morphism is independent of the choice
of λ because we have

[(ω, h(λg)−1)] = [(ω, hg−1)]

in SrF,K(C∞) for all λ ∈ A \ {0} and [(ω, h)] ∈ SrF,K′(C∞). In particular, πg is
still described by (1.1.7) on C∞-valued points.

The latter implies the relation

πg ◦ πg′ = πgg′ (1.1.8)

for two such morphisms πg : S
r
F,K′ → SrF,K and πg′ : S

r
F,K′′ → SrF,K′ .

Step (v): For an arbitrary compact open subgroup K ⊂ GLr(Af
F ), we

choose a g ∈ GLr(Af
F ) such that gKg−1 ⊂ GLr(Â). The composition of the

rigid-analytic isomorphism (1.1.6)

SrF,gKg−1(C∞) ∼= GLr(F ) \ (Ωr
F ×GLr(Af

F )/gKg
−1)

and [(ω, h)] 7→ [(ω, hg)] gives a rigid-analytic isomorphism

βg : S
r
F,gKg−1(C∞) ∼= GLr(F ) \ (Ωr

F ×GLr(Af
F )/K).
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For another g′ ∈ GLr(Af
F ) with g

′Kg′−1 ⊂ GLr(Â), the diagram

SrF,gKg−1(C∞)

βg

∼
**UUUUUUUUUUUUUUUUU

πg′g−1∼

��

GLr(F ) \ (Ωr
F ×GLr(Af

F )/K)

SrF,g′Kg′−1(C∞)

βg′

∼

44iiiiiiiiiiiiiiiii

commutes. By the relation (1.1.8), the vertical arrow πg′g−1 is an isomorphism
over F with inverse πgg′−1 .

Therefore, we can well-define SrF,K up to F -isomorphism as SrF,gKg−1 together
with the rigid-analytic isomorphism βg. Since we have seen in Step (iii) that
SrF,gKg−1 is a normal affine variety of dimension r − 1 defined over F , the same
holds for SrF,K.

Proposition 1.1.3. Let C be a set of representatives in GLr(Af
F ) for GLr(F ) \

GLr(Af
F )/K, and set Γg := gKg−1 ∩GLr(F ) for g ∈ C. Then the map⨿

g∈C

Γg \ Ωr
F −→ GLr(F ) \ (Ωr

F ×GLr(Af
F )/K)

[ω]g 7−→ [(ω, g)]

is a rigid analytic isomorphism which maps for each g ∈ C the quotient space
Γg \Ωr

F to the C∞-valued points of an irreducible component Yg of S
r
F,K over C∞.

This theorem implies that the irreducible components of SrF,K over C∞ are
disjoint and that C is in bijective correspondence with the set of irreducible com-
ponents of SrF,K over C∞ where g ∈ C corresponds to the irreducible component
Yg with Yg(C∞) ∼= Γg \ Ωr

F via the isomorphism given in the theorem.

Proof. The definition of the map is independent of the choice of the representa-
tive ω ∈ Ωr

F because for gkg−1 ∈ Γg with k ∈ K we have

[((gkg−1) · ω, g)] = [(ω, (gkg−1)−1g)] = [(ω, gk−1)] = [(ω, g)].

Let [(ω, h)] be an arbitrary element of GLr(F ) \ (Ωr
F × GLr(Af

F )/K) and
g ∈ C the representative of the double coset of h in GLr(F )\GLr(Af

F )/K. Then
there are T ∈ GLr(F ) and k ∈ K such that g = T · h · k. Hence, the element
[T · ω]g of Γg \ Ωr

F is mapped to [(T · ω, T · h · k)] = [(ω, h)]. This shows the
surjectivity.
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To show the injectivity consider ω1, ω2 ∈ Ωr
F and g1, g2 ∈ C with [(ω1, g1)] =

[(ω2, g2)]. In this case, there are T ∈ GLr(F ) and k ∈ K such that T · ω1 = ω2

and T · g1 · k = g2. The latter equation implies that g1 and g2 lie in the same
double coset in GLr(F ) \ GLr(Af

F )/K, hence g1 = g2 =: g ∈ C. Furthermore
we conclude that T = g · k−1 · g−1 ∈ gKg−1 ∩ GLr(F ) = Γg, which shows that
[ω1]g = [ω2]g in Γg \ Ωr

F .

Hence, the considered map is bijective. Since GLr(Af
F )/K is viewed as a dis-

crete set, the map is also an isomorphism of rigid analytic spaces. Therefore, it
only remains to show that the quotient spaces Γg \Ωr

F , g ∈ C, are irreducible as
rigid-analytic spaces because the irreducible components of the rigid analytifica-
tion of SrF,K coincide with the rigid analytification of the irreducible components
of SrF,K (see, e.g., Theorem 2.3.1 in [8]). Since SrF,K is a normal variety and
therefore its rigid analytification a normal rigid analytic space, this is equivalent
to the connectedness of the quotient spaces Γg \Ωr

F . The latter follows because
Ωr
F is a connected rigid-analytic space by Theorem 2.4 in [25].

Definition 1.1.4. For a C∞-valued point p = [(ω, h)] ∈ S(C∞) of a Drinfeld
modular variety S = SrF,K with h ∈ GLr(Af

F ) and ω ∈ Ωr
F associated to ω :

F r
∞ ↪→ C∞, the elements of

End(p) := {u ∈ C∞ : u · ω(F r) ⊂ ω(F r)}

are called endomorphisms of p.

Note that End(p) is well-defined because the homothety class of ω(F r) ⊂ C∞
does not depend on the chosen representatives ω and h.

Remark: If K = K(I) and p ∈ SrF,K(I)(C∞) is corresponding to the Drinfeld

module φ over C∞ associated to the lattice Λ ⊂ C∞, then ω(F r) = F · Λ, and
therefore

End(p) = F · End(φ)

for the endomorphism ring End(φ) ⊂ C∞ of φ.

Lemma 1.1.5. The set End(p) of endomorphisms of p is a field extension of F
contained in C∞ of finite degree dividing r.

Proof. Since V := ω(F r) ⊂ C∞ is an F -subvectorspace of C∞, the subset
End(p) ⊂ C∞ contains F and is closed under addition and multiplication. Fur-
thermore, multiplicative inverses of elements 0 ̸= u ∈ End(p) also lie in End(p)
because dimension reasons imply that x 7→ u · x is an automorphism of V with
inverse x 7→ u−1 ·x. Therefore End(p) is a field extension of F contained in C∞.
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Now take an element 0 ̸= ξ ∈ V . We have x · ξ ∈ V for all x ∈ End(p), hence
F ⊂ End(p) ⊂ ξ−1 · V . This implies

r = dimF (ξ
−1 · V ) = dimEnd(p)(ξ

−1 · V ) · [End(p)/F ].

Therefore the field extension End(p)/F is finite with degree dividing r.

Lemma 1.1.6. Each irreducible component X of a Drinfeld modular variety
SrF,K over C∞ contains a point p ∈ X(C∞) with End(p) = F .

Proof. Choose ω ∈ Ωr
F such that ω(F r) = F ⊕ F · ξ2 ⊕ · · · ⊕ F · ξr with

ξ2, . . . , ξr ∈ C∞ algebraically independent over F . This is possible because
C∞ as uncountable field is of infinite transcendence degree over the countable
field F .

Now choose h ∈ GLr(Af
F ) such that p := [(ω, h)] ∈ X(C∞) (use the descrip-

tion of the irreducible components of SrF,K over C∞ given in Proposition 1.1.3).
Since 1 ∈ ω(F r), we have on the one hand End(p) ⊆ ω(F r). On the other hand,
all elements of End(p) are algebraic over F because the extension End(p)/F is
finite. But by the choice of ξ2, . . . , ξr, every element of ω(F r) which is algebraic
over F lies in F . Hence, End(p) = F .

1.2 Rank one case

In the case r = 1 the variety SrF,K is zero-dimensional and defined over F for

any compact open subgroup K ⊂ GL1(Af
F ) = (Af

F )
∗. Hence, S1

F,K consists only
of finitely many closed points and it can be set-theoretically identified with
S1
F,K(C∞). By Proposition 0.2.2, the closed points are all defined over F sep and

the absolute Galois group Gal(F sep/F ) acts on S1
F,K.

Drinfeld’s upper half-space Ω1
F just consists of one point. Therefore, we have

S1
F,K = F ∗ \ (Af

F )
∗ /K

as a set. Since (Af
F )

∗ is abelian, this set can be identified with the abelian group
(Af

F )
∗ / (F ∗ · K).

Since F ∗ ·K is a closed subgroup of finite index of (Af
F )

∗, by class field theory,
there is a finite abelian extension H/F totally split at ∞ such that the Artin
map

ψH/F : (Af
F )

∗ −→ Gal(H/F )

induces an isomorphism (Af
F )

∗ / (F ∗ · K) ∼= Gal(H/F ). In particular we have

|S1
F,K| = [H : F ].
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Theorem 1.2.1. If ψH/F (g) = σ|H for a g ∈ (Af
F )

∗ and a σ ∈ Gal(F sep/F ),

then the action of σ on S1
F,K = F ∗\(Af

F )
∗ /K is given by multiplication with g−1.

Proof. This follows from Theorem 1 in Section 8 of Drinfeld’s article [10]. Note
that in this article the action of an element g ∈ (Af

F )
∗ on S1

F,K = F ∗ \ (Af
F )

∗ /K
is given by the morphism πg, which is given by multiplication with g−1.

Corollary 1.2.2. The absolute Galois group Gal(F sep/F ) acts transitively
on S1

F,K.
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Chapter 2

Morphisms and Drinfeld
modular subvarieties

2.1 Projection morphisms and Hecke correspon-

dences

Let SrF,K be a fixed Drinfeld modular variety. For each g ∈ GLr(Af
F ) and all

compact open subgroups K′ ⊂ g−1Kg of GLr(Af
F ), we have a well-defined map

SrF,K′(C∞) → SrF,K(C∞)
[(ω, h)] 7→ [(ω, hg−1)].

(2.1.1)

Theorem 2.1.1. This map is induced by a unique finite morphism πg : S
r
F,K′ →

SrF,K defined over F of degree [g−1Kg : K′ · (K ∩ F ∗)].

Proof. In the case that K and K′ are contained in GLr(Â), we already showed
the existence of a morphism πg which is described by (2.1.1) on C∞-valued points
in the proof of Theorem 1.1.2. If K and K′ are arbitrary with K′ ⊂ g−1Kg, there
is an s ∈ GLr(Af

F ) with

sK′s−1 ⊂ sg−1Kgs−1 ⊂ GLr(Â).

By our definition in the proof of Theorem 1.1.2, we have SrF,K′ = SrF,sK′s−1 ,
where under the identifications of C∞-valued points introduced in the proof of
Theorem 1.1.2

[(ω, h)] ∈ SrF,K′(C∞)←→ [(ω, hs−1)] ∈ SrF,sK′s−1(C∞).
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Similarly, we have SrF,K = SrF,sg−1Kgs−1 with

[(ω, h)] ∈ SrF,K(C∞)←→ [(ω, hgs−1)] ∈ SrF,sg−1Kgs−1(C∞).

Using these identifications, we can define the morphism πg : SrF,K′ → SrF,K as
π1 : SrF,sK′s−1 → SrF,sg−1Kgs−1(C∞). Since the latter morphism π1 is given by
[(ω, h)] 7→ [(ω, h)] on C∞-valued points, by the above identifications πg is indeed
described by (2.1.1) on C∞-valued points. So we have shown the existence of
the morphism πg defined over F . It is uniquely determined by (2.1.1) because
C∞ is algebraically closed.

To show finiteness of the morphism πg and the statement about its degree,
we use Proposition 0.3.1 and 0.3.2. By the above definition of a general mor-
phism πg, it is enough to show these statements for morphisms of the form

π1 : S
r
F,K′ → SrF,K with K′ ⊂ K ⊂ GLr(Â).

We first assume that K′ = K(I) is a principal congruence subgroup. Then
π1 is the canonical projection

SrF,K(I) → SrF,K(I)/K

by the construction in the proof of Theorem 1.1.2. By the discussion at the end
of Section 0.3, in this case π1 is finite of degree |ρ(K)| = [K : ker(ρ)] for

ρ :
K −→ Aut(SrF,K(I))

g 7−→ πg
.

So we have to show that ker(ρ) = K(I) · (K ∩ F ∗). For g = kλ with k ∈ K(I)
and λ ∈ K ∩ F ∗, we have

πg([(ω, h)]) = [(ω, hλ−1k−1)] = [(ω ◦ λ−1, h)] = [(ω, h)]

for all [(ω, h)] ∈ SrF,K(I)(C∞), hence K(I) · (K ∩ F ∗) ⊂ ker(ρ).

Conversely, assume that g ∈ ker(ρ). By Lemma 1.1.6, there is a geometric
point p = [(ω, h)] ∈ SrF,K(I)(C∞) with End(p) = F . For this point, we have

[(ω, h)] = [(ω, hg−1)], hence there are c ∈ C∗
∞, T ∈ GLr(F ) and k ∈ K(I) with

ω = c · ω ◦ T−1,

h = Thg−1k.

The first equality implies that ω(F r) = c · ω(F r), hence c ∈ F ∗ because of
End(p) = F . The matrix T ∈ GLr(F ) is therefore equal to the scalar matrix
c ∈ F ∗. By the second equality, we conclude that g = kT and T ∈ K because g
and k both lie inK. Hence, g ∈ K(I)·(K∩F ∗) and indeed ker(ρ) = K(I)·(K∩F ∗).
This concludes the proof for the case K′ = K(I).
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For general subgroups K′ ⊂ K ⊂ GLr(Â), choose a proper ideal I of A with
K(I) ⊂ K′. Then we have the following commutative diagram of projection
maps:

SrF,K(I)

π1

��

π1

##HH
HH

HH
HH

H

SrF,K′
π1

{{vvv
vv

vv
vv

SrF,K

We have already shown that the morphisms π1 : SrF,K(I) → SrF,K′ and π1 :
SrF,K(I) → SrF,K are finite. Therefore, π1 : S

r
F,K′ → SrF,K is finite of degree

deg(π1 : S
r
F,K(I) → SrF,K)

deg(π1 : SrF,K(I) → SrF,K′)
=

[K : K(I) · (K ∩ F ∗)]

[K′ : K(I) · (K′ ∩ F ∗)]
.

This is equal to

[K : K′]

[K(I) · (K ∩ F ∗) : K(I) · (K′ ∩ F ∗)]
=

[K : K′]

[K ∩ F ∗ : K′ ∩ F ∗]
= [K : K′ · (K ∩ F ∗)],

as claimed.

In the following, we call the morphisms πg projection morphisms of Drinfeld
modular varieties. In the case g = 1 we also call them canonical projections of
Drinfeld modular varieties. For two elements g, g′ ∈ GLr(Af

F ) and two subgroups
K′ ⊂ g−1Kg, K′′ ⊂ g′−1K′g′, by the description on C∞-valued points, we have

πgg′ = πg ◦ πg′ . (2.1.2)

Definition 2.1.2. A compact open subgroup K ⊂ GLr(Af
F ) is called amply

small if there is a proper ideal I of A and a g ∈ GLr(Af
F ) such that gKg−1 is

contained in the principal congruence subgroup K(I) ⊂ GLr(Â).

Proposition 2.1.3. Let K ⊂ GLr(Af
F ) be amply small, g ∈ GLr(Af

F ) and K′ ⊂
g−1Kg. Then the morphism πg : SrF,K′ → SrF,K is étale. Furthermore, if K′

is a normal subgroup of g−1Kg, it is an étale Galois cover over F with group
g−1Kg/K′ where the automorphism of the cover corresponding to a coset [x] ∈
g−1Kg/K′ is given by πx : S

r
F,K′ → SrF,K′.

Proof. We first reduce ourselves to the case g = 1 and K′ ⊂ K ⊂ K(I) ⊂ GLr(Â)
for some proper ideal I of A. For K,K′ and g arbitrary with K amply small, let
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h ∈ GLr(Af
F ) and I a proper ideal of A such that h−1Kh ⊂ K(I) ⊂ GLr(Â). By

the relation (2.1.2), we have the commutative diagram

SrF,h−1gK′g−1h

πg−1h

∼
//

π1
��

SrF,K′

πg

��
SrF,h−1Kh

πh
∼

// SrF,K

where the horizontal morphisms are isomorphisms with (πh)
−1 = πh−1 and

(πg−1h)
−1 = πh−1g. Furthermore, K′ is a normal subgroup of g−1Kg if and only

if h−1gK′g−1h is a normal subgroup of h−1Kh. In this case there is an isomor-
phism α : g−1Kg/K′ ∼= h−1Kh/h−1gK′g−1h given by conjugation by h−1g such
that, under the isomorphism πg−1h : S

r
F,h−1gK′g−1h → SrF,K′ in the above diagram,

for x ∈ g−1Kg/K′, the automorphism πx of SrF,K′ passes into the automorphism
πα(x) of S

r
F,h−1gK′g−1h.

Hence, we can assume w.l.o.g. that g = 1 and K′ ⊂ K ⊂ K(I) ⊂ GLr(Â).

Case (i): Let K′ be a principal congruence subgroup K(J) modulo a proper
ideal J of A, i.e., K′ = K(J)▹K ⊂ K(I).

Then, by our definition in the proof of Theorem 1.1.2, π1 : S
r
F,K(J) → SrF,K is

the canonical projection

SrF,K(J) −→ SrF,K(J)/K.

We show that K/K(J) acts freely on the closed points of SrF,K(J). By Proposi-
tion 0.3.2, this implies that this projection is an étale morphism. By the modular
interpretation of SrF,K(J) in the proof of Theorem 1.1.2, it is enough to show that

the action of K/K(J) on isomorphism classes of Drinfeld A-modules over C∞
together with J-level structure is free.

Indeed, assume that a coset [k] ∈ K/K(J) stabilizes the isomorphism class
of the Drinfeld module φ over C∞ associated to a lattice Λ ⊂ C∞ together with
J-level structure α : (J−1/A)r

∼→ J−1 · Λ/Λ. By our definition of the action of
GLr(Â) on Drinfeld modules with J-level structure in the proof of Theorem 1.1.2,
the image of (φ, α) under k is (φ, α ◦ k−1). So there is an automorphism of φ
given by a c ∈ C∗

∞ with c · Λ = Λ such that the diagram

(J−1/A)r

k−1

��

α
∼

// J−1 · Λ/Λ
c

��
(J−1/A)r

α
∼

// J−1 · Λ/Λ

commutes. Since c is an automorphism of φ, it is an element of the group of
units of the endomorphism ring End(φ). By Theorem 4.9 (2) in [9] the latter
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is an order in a finite extension F ′ of F in which there is exactly one place ∞′

above∞. In particular, End(φ) is contained in the integral closure A′ of A in F ′

which is equal to all elements of F ′ regular outside ∞′. This implies c ∈ A′∗,
hence c is an element of the field of constants of F ′.

Now assume c ̸= 1. Then there is an n ≥ 1 such that (c−1)q
n−1 = 1 because

c − 1 is a nonzero element of the finite field of constants of F ′ containing Fq.
Therefore, c−1 is an element of the group of units of End(φ), i.e., (c−1)Λ = Λ.
However, by the assumption K ⊂ K(I), the restriction of k−1 to (I−1/A)r is
the identity, hence by the commutativity of the diagram c is the identity on
I−1 · Λ/Λ. Therefore, for all x ∈ I−1 · Λ, we have (c− 1) · x = cx− x ∈ Λ. This
contradicts (c− 1) · Λ = Λ because I−1 · Λ ( Λ.

Hence, we have c = 1 and, by the commutative diagram above, k−1 :
(J−1/A)r → (J−1/A)r is the identity, i.e., k ∈ K(J) and [k] = 1 ∈ K/K(J).

So we have shown that π1 : S
r
F,K(J) → SrF,K = SrF,K(J)/K is an étale cover. The

groupK/K(J) injects into the automorphism group over F of this cover via [k] 7→
πk. Furthermore, by Corollary 3.13 in [26], an element of the automorphism
group over F of this cover is uniquely determined by the image of one geometric
point. Since the cover is of degree [K : K(J)] by Theorem 2.1.1 (note that
K ∩ F ∗ = {1} because of K ⊂ K(I)), there are only [K : K(J)] possibilities for
the image of one geometric point. Hence, the automorphism group over F of the
cover must be equal to K/K(J) and the automorphism corresponding to a coset
[k] ∈ K/K(J) is given by πk. The cover is Galois with group K/K(J) (over F )
because this group acts simply transitively on the geometric fibers.

Case (ii): Let K′ be an arbitrary normal subgroup of K, i.e., K′▹K ⊂ K(I).
Choose a proper ideal J of A such that K(J) ⊂ K′ and note that the diagram

SrF,K(J)

π1

))SSSSSSSSSSSSSSSS

π1

��

SrF,K′ = SrF,K(J)/K′

π1

uukkkkkkkkkkkkkk

SrF,K = SrF,K(J)/K

(2.1.3)

commutes. Since K′ is normal in K, the action of K on SrF,K(J) induces an

action of K/K′ on the quotient SrF,K′ = SrF,K(J)/K′. By the commutativity of the
diagram, the variety SrF,K is the quotient of SrF,K′ under this action. Furthermore,
this action is free on the closed points of SrF,K′ because K/K(J) acts freely on
the closed points of SrF,K(J). Therefore, we conclude by the same arguments
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as above that π1 : SrF,K′ → SrF,K is an étale cover with group K/K′ where the
automorphism of the cover corresponding to a coset [k] ∈ K/K′ is given by πk.

Case (iii): Let K′ be an arbitrary subgroup of K, i.e., K′ ⊂ K ⊂ K(I).

As in case (ii) above, choose a proper ideal J of A such that K(J) ⊂ K′. The
diagram above then also commutes and π1 : S

r
F,K(J) → SrF,K′ and π1 : S

r
F,K(J) →

SrF,K are surjective étale morphisms by case (i). Furthermore, SrF,K(J) is a non-

singular variety as explained in step (i) of the proof of Theorem 1.1.2.

Proposition 17.3.3.1 in EGA IV [19] says that if X → Y is a flat, surjective
morphism of schemes and X is regular, then Y is also regular. Therefore, SrF,K
and SrF,K′ are both non-singular varieties.

By Proposition 10.4 in [22], a morphism f : X → Y of non-singular varieties
of the same dimension over an algebraically closed field is étale if and only if,
for every closed point x ∈ X, the induced map Tx → Tf(x) on Zariski tangent
spaces is an isomorphism. We can apply this criterion because SrF,K(J), S

r
F,K

and SrF,K′ are all non-singular. Since the morphisms π1 : SrF,K(J) → SrF,K′ and
π1 : S

r
F,K(J) → SrF,K are étale, the commutativity of the above diagram therefore

implies that π1 : S
r
F,K′ → SrF,K is étale.

Corollary 2.1.4. If K ⊂ GLr(Af
F ) is amply small, then the Drinfeld modular

variety SrF,K is non-singular.

Proof. See case (iii) of the above proof of Proposition 2.1.3.

Definition 2.1.5 (Hecke correspondence). For g ∈ GLr(Af
F ) and Kg := K ∩

g−1Kg the diagram
SrF,Kg

π1

||xxxxxxxx πg

""FFFFFFFF

SrF,K SrF,K

is called the Hecke correspondence Tg associated to g. For subvarieties Z ⊂ SrF,K
we define

Tg(Z) := πg(π
−1
1 (Z)).

Note that Tg(Z) is a subvariety of SrF,K for any subvariety Z ⊂ SrF,K because
πg is finite and hence proper. By Theorem 2.1.1, the degree of the morphism π1
equals

deg(π1) = [K : (K ∩ g−1Kg) · (K ∩ F ∗)] = [K : K ∩ g−1Kg].

It is called the degree deg Tg of the Hecke correspondence Tg.
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2.2 Inclusions and Drinfeld modular subvari-

eties

Let S = SrF,K be a given Drinfeld modular variety. We consider the following
datum:

• A finite extension F ′ ⊂ C∞ of F of degree r/r′ for some integer
r′ ≥ 1 with only one place ∞′ lying over ∞, and

• an Af
F -linear isomorphism b : (Af

F )
r ∼→ (Af

F ′)
r′ .

Furthermore, we choose an isomorphism

φ : F r ∼−→ F ′r′

of vector spaces over F . By scalar extension to F∞ and Af
F it induces isomor-

phisms

F r
∞

φ−→ F ′r′
∞′

(Af
F )

r φ−→ (Af
F ′)

r′
,

which we also denote by φ. We now define a morphism from the lower-rank
Drinfeld modular variety S ′ = Sr

′

F ′,K′ with K′ := (bKb−1) ∩GLr′(Af
F ′) into S:

Theorem 2.2.1. There is a finite morphism ιF
′

F, b : S
′ → S defined over F ′ which

on C∞-valued points is given by the injective map

S ′(C∞) −→ S(C∞)
[(ω′, h′)] 7−→ [(ω′ ◦ φ, φ−1 ◦ h′ ◦ b)], (2.2.1)

where ω′ ∈ Ωr′

F ′ and h
′ ∈ GLr′(Af

F ′). The morphism ιF
′

F, b is independent of the

choice of φ : F r ∼−→ F ′r′.

Proof. We denote by A′ the integral closure of A in F ′. Since there is only one
place∞′ of F ′ above∞, this is the ring of elements of F ′ regular away from∞′.

Case (i): We first consider the case where b(Âr) = Â′r
′

and K = K(I)
is a principal congruence subgroup modulo a proper ideal I of A. In this case,
K′ = (bKb−1)∩GLr′(Af

F ′) is the principal congruence subgroup modulo I ′ := IA′.
Indeed (bK(I)b−1) ∩ GLr′(Ar′

F ′) exactly consists of the elements of GLr′(Ar′

F ′)

which stabilize b(Âr) and induce the identity on the quotient b(Âr)/I · b(Âr).
These are exactly the elements of the principal congruence subgroup K(I ′) ⊂
GLr′(Af

F ′) because of b(Âr) = Â′r
′

.
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In this situation, b induces an A-linear isomorphism (I−1/A)r
∼−→ (I ′−1/A′)r

′
,

which we again denote by b. Therefore, for a Drinfeld A′-module (L, φ) of rank r′
over an F ′-scheme with I ′-level structure

α : (I ′−1/A′)r
′ ∼−→ LI′ ,

the restriction (L, φ|A) to A ⊂ A′ is a Drinfeld A-module of rank r = r′ · [F ′/F ]
over S and the composition

(I−1/A)r
b−→ (I ′−1/A′)r

′ α−→ LI
is an I-level structure on (L, φ|A) (note that the I-torsion subgroup scheme LI
of L coincides with the I ′-torsion subgroup scheme LI′ because I generates I ′

as an ideal of A′). The assignment

(L, φ, α) 7−→ (L, φ|A, α ◦ b) (2.2.2)

defines a morphism of functors from F r′F ′,I′ to the restriction of F rF,I to the
subcategory of F ′-schemes (see step (i) of the proof of Theorem 1.1.2 for the
definition of these functors). Therefore, we have a morphism

ιF
′

F, b : S
r′

F ′,K(I′) −→ SrF,K(I)

defined over F ′. By Lemma 3.1 and Proposition 3.2 in [5], it is a proper mor-
phism which is injective on C∞-valued points. Since Sr

′

F ′,K(I′) and SrF,K(I) are

both affine schemes of finite type over C∞, the morphism ιF
′

F, b is therefore a

proper morphism of finite presentation with finite fibers. This implies that ιF
′

F, b

is finite by Theorem 8.11.1 of EGA IV [20].

We now check that ιF
′

F, b is given by (2.2.1) on C∞-valued points. By our

discussion in the proof of Theorem 1.1.2, a C∞-valued point p = [(ω′, h′)] ∈
S ′(C∞) corresponds to the Drinfeld A′-module associated to the A′-lattice

Λ := ω′(F ′r′ ∩ h′Â′r
′

) ⊂ C∞

of rank r′ with I ′-level structure given by the composition

(I ′−1/A′)r
′ h′−→ I ′−1 · (F ′r′ ∩ h′Â′r

′

)/(F ′r′ ∩ h′Â′r
′

)
ω′−→ I ′−1 · Λ/Λ.

The C∞-valued point ιF
′

F, b(p) ∈ S(C∞) corresponds to the restriction of this
Drinfeld module to A, which is associated to the same Λ ⊂ C∞ (considered as

A-lattice), together with the composition of (I−1/A)r
b→ (I ′−1/A′)r

′
with the

above level structure (note that I ′−1 · Λ = I−1 · Λ ⊂ C∞). Because of

Λ = ω′(F ′r′ ∩ h′Â′r
′

) = (ω′ ◦ φ)(F r ∩ (φ−1 ◦ h′ ◦ b)Âr),

we indeed have ιF
′

F, b(p) = [(ω′ ◦ φ, φ−1 ◦ h′ ◦ b)] ∈ S(C∞).

Case (ii): For b : (Af
F )

r ∼→ (Af
F ′)

r′ and K ⊂ GLr(Af
F ) arbitrary, we choose
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• a g′ ∈ GLr′(Af
F ′) with g

′K′g′−1 ⊂ GLr′(Â′),

• an Af
F -linear isomorphism b′ : (Af

F )
r ∼→ (Af

F ′)
r′ with b′(Âr) = Â′r

′

,

• a proper ideal I of A with K(I) ⊂ g−1Kg, where g := b−1 ◦ g′−1 ◦ b′ ∈
GLr(Af

F ).

Then g′ ◦ b = b′ ◦ g−1, hence

g′K′g′−1 = (b′g−1Kgb′−1) ∩GLr′(Af
F ′) ⊃ (b′K(I)b′−1) ∩GLr′(Af

F ′) = K(IA
′),

and by case (i) and Theorem 2.1.1, the composition of morphisms

Sr
′

F ′,K(IA′)

ιF
′

F, b′−→ SrF,K(I)

πg−→ SrF,K

is defined and finite. Because of

(g′K′g′−1)b′g−1 = b′g−1(b−1K′b) ⊂ b′g−1K

this composition is invariant under the action of g′K′g′−1 on Sr
′

F ′,K(IA′). Hence,

it induces a finite morphism f : Sr
′

F ′,g′K′g′−1 → SrF,K such that the diagram

Sr
′

F ′,K(IA′)

ιF
′

F, b′ //

π1

��

SrF,K(I)

πg

��
SF ′,g′K′g′−1

f // SrF,K

commutes. We can now define ιF
′

F, b := f ◦ πg′ , where πg′ : Sr
′

F ′,K′ → Sr
′

F ′,g′K′g′−1 .

For [(ω′, h′)] ∈ Sr′F ′,K′(C∞) we indeed have

ιF
′

F, b([(ω
′, h′)]) = [(ω′ ◦ φ, φ−1 ◦ h′g′−1 ◦ b′ ◦ g−1)] = [(ω′ ◦ φ, φ−1 ◦ h′ ◦ b)],

independently of the choice of φ : F r ∼→ F ′r′ and the representative (ω′, h′) ∈
Ωr′

F ′ × GLr′(Ar′

F ′). This also shows that our definition of ιF
′

F, b is independent of
the choice of g′, b′ and I.

It remains only to prove that ιF
′

F, b is injective on C∞-valued points, i.e., that

the map (2.2.1) is injective. For this, consider two elements [(ω′
1, h

′
1)], [(ω

′
2, h

′
2)]

of S ′(C∞) with ω′
1, ω

′
2 ∈ Ωr′

F ′ associated to ω′
1, ω

′
2 : F ′

∞′
r′ ↪→ C∞ and h′1, h

′
2 ∈

GLr′(Af
F ′) which are mapped to the same element of S(C∞). This means that

there exist T ∈ GLr(F ) and k ∈ K such that
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(i) ω′
1 ◦ φ ◦ T−1 = ω′

2 ◦ φ,

(ii) T (φ−1 ◦ h′1 ◦ b)k = φ−1 ◦ h′2 ◦ b.

By (i) there is a ρ ∈ C∗
∞ such that the diagram

F r
∞

φ

∼
//

T

��

F ′
∞′
r′ � �

ω′1 // C∞

ρ

��
F r
∞

φ

∼
// F ′

∞′
r′ � �

ω′2 // C∞

commutes. Since the maps ω′
1, ω

′
2, ρ are injective and F ′-linear, this implies

that the F -linear automorphism T ′ := φ ◦ T ◦ φ−1 of F ′r′ is also F ′-linear and
lies in GLr′(F

′). Thus, we have T ′ · ω′
1 = ω′

2, i.e., ω
′
1 and ω′

2 lie in the same
GLr′(F

′)-orbit.

Equation (ii) implies that T ′h′1(b ◦ k ◦ b−1) = h′2 in GLr′(Af
F ′). Since h′1, h

′
2

and T ′ all lie in GLr′(Af
F ′), we conclude that

b ◦ k ◦ b−1 ∈ K′ = (bKb−1) ∩GLr′(Af
F ′),

i.e., [(ω′
1, h

′
1)] = [(ω′

2, h
′
2)] in S

′(C∞).

Since the morphism ιF
′

F, b : S
′ → S is injective on C∞-valued points, we call

it an inclusion of Drinfeld modular varieties (by a slight abuse of terminology).
If K ⊂ GLr(Af

F ) is amply small (in the sense of Definition 2.1.2), we can show
that it is in fact a closed immersion:

Proposition 2.2.2. Let ιF
′

F, b : S
r′

F ′,K′ → SrF,K be an inclusion of Drinfeld modular

varieties with K ⊂ GLr(Af
F ) amply small. Then K′ ⊂ GLr′(Af

F ′) is also amply
small and ιF

′

F, b is a closed immersion of varieties.

Before giving the proof of Proposition 2.2.2, we summarize the description of
the tangent spaces at the closed points of a Drinfeld modular variety SrF,K with
K = K(I) for a proper ideal I of A given in [17].

We use for a ∈ A the notation

deg a := logq(|A/(a)|)

and denote by C∞{{τ}} the ring of formal non-commutative power series in
the variable τ with coefficients in C∞ and the commutator rule τλ = λqτ for
λ ∈ C∞.
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Definition 2.2.3. Let φ : A→ C∞{τ} be a Drinfeld module over C∞ of rank r.
An Fq-linear map η : A → τC∞{τ} is called a derivation with respect to φ if,
for all a, b ∈ A, the derivation rule

ηab = aηb + ηa ◦ φb

is satisfied. Such a derivation is called reduced resp. strictly reduced if it
satisfies degτ ηa ≤ r · deg a resp. degτ ηa < r · deg a for all a ∈ A. The space
of reduced resp. strictly reduced derivations A → τC∞{τ} with respect to φ is
denoted by Dr(φ) resp. Dsr(φ).

Theorem 2.2.4. Let x be a C∞-valued point of SrF,K(I) corresponding to a Drin-
feld A-module φ with I-level structure α. Then there is a natural isomorphism

Tx(S
r
F,K(I))

∼−→ Dsr(φ) (2.2.3)

of vector spaces over C∞.

Proof. This follows from the discussion in the proof of Theorem 6.11 in [17] and
the lemmata before this proof.

The isomorphism (2.2.3) is given as follows: A tangent vector ξ ∈ Tx(SrF,K(I))

is an element of SrF,K(I)(C∞[ε]/(ε2)) which projects to x ∈ SrF,K(I)(C∞) under the

canonical projection C∞[ε]/(ε2)→ C∞. It corresponds to the isomorphism class
of a Drinfeld A-module over C∞[ε]/(ε2) with I-level structure which projects
to (φ, α) under the canonical projection C∞[ε]/(ε2) → C∞. There is a unique
Drinfeld A-module φ̃ in this isomorphism class such that, for all a ∈ A,

φ̃a = φa + ε · ηa

where a 7→ ηa is a strictly reduced derivation with respect to φ. The tangent
vector ξ is mapped to this strictly reduced derivation under (2.2.3).

Theorem 2.2.5. Let φ be the Drinfeld A-module over C∞ associated to an
A-lattice Λ ⊂ C∞. Then there is a natural isomorphism

Dr(φ)
∼−→ HomA(Λ,C∞). (2.2.4)

The C∞-linear subspace Dsr(φ) ⊂ Dr(φ) is mapped to a subspace of HomA(Λ,C∞)
which is a complement of C∞ · id, where id : Λ ↪→ C∞ is the canonical inclusion.

Proof. See Theorem 5.14 in [16] and Theorem 6.10 in [16].
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The isomorphism (2.2.4) is called de Rham isomorphism and can be described
as follows: Let η be a reduced derivation with respect to φ. Then, for all non-
constant a ∈ A, there is a unique solution Fη ∈ C∞{{τ}} satisfying the difference
equation

Fη(az)− aFη(z) = ηa(eΛ(z)) (2.2.5)

where
eΛ(z) = z ·

∏
0 ̸=λ∈Λ

(1− z/λ)

denotes the exponential function associated to the lattice Λ. This solution is
independent of the choice of a ∈ A and defines an entire function C∞ → C∞
which restricts to an A-linear map Λ→ C∞. The reduced derivation η is mapped
to Fη|Λ under (2.2.4).

Proof of Proposition 2.2.2. As in the proof of Theorem 2.2.1, we denote the
integral closure of A in F ′ by A′.

We first show that K′ = (bKb−1)∩GLr′(Af
F ′) is amply small. Since K is amply

small, there is a proper ideal I of A and a g ∈ GLr(Af
F ) such that gKg−1 ⊂ K(I).

Therefore K′ is contained in the subgroup

(bg−1K(I)gb−1) ∩GLr′(Af
F ′)

of GLr′(Af
F ′). This subgroup exactly consists of all elements of GLr′(Af

F ′) which

stabilize Λ := bg−1(Âr) ⊂ (Af
F ′)

r′ and induce the identity on Λ/I ·Λ. Since these
elements are Af

F ′-linear, they also stabilize the Â′-lattice Λ′ := Â′ ·Λ and induce

the identity on Λ′/I ·Λ′. Since Λ′ is a finitely generated Â′-submodule of (Af
F ′)

r′

with Af
F ′ · Λ′ = (Af

F ′)
r′ and Â′ is a direct product of principal ideal domains,

Λ′ is a free Â′-module of rank r′. Hence, there is a g′ ∈ GLr′(Af
F ′) such that

Λ′ = g′Â′r
′

and

K′ ⊂ (bg−1K(I)gb−1) ∩GLr′(Af
F ′) ⊂ g′K(I ′)g′−1

for I ′ := IA′. This implies that K′ is amply small.

To show that ιF
′

F, b is a closed immersion, we use the following criterion given
in Proposition 12.94 of [21]:

A proper morphism f : X → Y of varieties over an algebraically closed
field K is a closed immersion if and only if the map X(K)→ Y (K) induced by
f is injective and, for all x ∈ X(K), the induced map on Zariski tangent spaces
Tx(X)→ Tf(x)(Y ) is injective.

Since the morphism ιF
′

F, b is finite and injective on C∞-valued points by The-
orem 2.2.1, it is proper and we therefore only have to show that, for all x ∈
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Sr
′

F ′,K′(C∞), the induced map on Zariski tangent spaces ιF
′

F, b∗ : Tx(S
r′

F ′,K′) →
TιF ′F, b(x)

(SrF,K) is injective.

Case (i): As in the proof of Theorem 2.2.1, we first consider the case where

b(Âr) = Â′r
′

and K = K(I) is a principal congruence subgroup modulo a proper
ideal I of A. In this case, we have K′ = K(I ′) with I ′ := IA′. We can therefore
use the description of the tangent spaces given above.

Let x ∈ Sr′F ′,K(I′)(C∞) be a point corresponding to the Drinfeld A′-module φ
associated to an A′-lattice Λ ⊂ C∞ of rank r′ with I ′-level structure. Since we
defined ιF

′

F, b by restricting Drinfeld A′-modules to Drinfeld A-modules, the point

ιF
′

F, b(x) ∈ SrF,K(C∞) corresponds to the Drinfeld A-module φ|A associated to the
same Λ ⊂ C∞ considered as A-lattice of rank r with some I-level structure. We
can therefore consider the following diagram

Tx(S
r′

F ′,K(I′))
(2.2.3)

∼
//

ιF
′

F, b∗��

Dsr(φ)

��

� � (2.2.4)// HomA′(Λ,C∞)� _

��
TιF ′F, b(x)

(SrF,K)
(2.2.3)

∼
// Dsr(φ|A) � � (2.2.4)// HomA(Λ,C∞)

where the vertical arrow in the middle denotes the restriction of derivations
from A′ to A and the one at the right the canonical inclusion. The left square of
the diagram commutes by the definition of (2.2.3) because ιF

′

F, b∗ has the modular

interpretation of restricting Drinfeld A′-modules over C∞[ε]/(ε2) to A. The right
square also commutes because the unique solution of (2.2.5) is independent of
a ∈ A′ and Λ as an A′-lattice has the same exponential function as Λ as an
A-lattice.

Hence, the diagram commutes and, since the right vertical arrow is an injec-
tive map, also the other two are injective maps. In particular, the induced map
ιF
′

F, b∗ between tangent spaces is injective.

Case (ii): Let b : (Af
F )

r ∼→ (Af
F ′)

r′ be arbitrary and K ⊂ GLr(Af
F ) be

an arbitrary amply small subgroup. Then, by the construction in the proof of
Theorem 2.2.1, there is

• a g′ ∈ GLr′(Af
F ′) with g

′K′g′−1 ⊂ GLr′(Â′),

• an Af
F -linear isomorphism b′ : (Af

F )
r ∼→ (Af

F ′)
r′ with b′(Âr) = Â′r

′

,

• a proper ideal I of A with K(I) ⊂ g−1Kg, where g := b−1 ◦ g′−1 ◦ b′ ∈
GLr(Af

F )
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such that the diagram

Sr
′

F ′,K(I′)

ιF
′

F, b′ //

πg′−1

��

SrF,K(I)

πg

��
Sr
′

F ′,K′
ιF
′

F, b // SrF,K

with I ′ := IA′ commutes. By Proposition 2.1.3 and Corollary 2.1.4, the projec-
tion maps πg′−1 and πg in this diagram are étale morphisms between non-singular
varieties because K′ and K are amply small. Hence, they induce isomorphisms
on tangent spaces of closed points (Proposition 10.4 in [22]). By case (i), the up-
per horizontal arrow ιF

′

F, b′ induces injections on tangent spaces of closed points.

Therefore, the commutativity of the diagram implies that, for all x ∈ Sr′F ′,K′(C∞),

the induced map ιF
′

F, b∗ : Tx(S
r′

F ′,K′)→ TιF ′F, b(x)
(SrF,K) is injective.

The image of an inclusion ιF
′

F, b : S
′ → S of Drinfeld modular varieties is a

subvariety of S because finite morphisms are proper.

Definition 2.2.6. A subvariety of S of the form X = ιF
′

F, b(S
′) for an inclu-

sion ιF
′

F, b is called a Drinfeld modular subvariety of S. An irreducible component
of a Drinfeld modular subvariety over C∞ is called a special subvariety and a
special subvariety of dimension 0 a special point.

Proposition 2.2.7. Let ιF
′

F, b1
: Sr

′

F ′,K′ → S and ιF
′′

F, b2
: Sr

′′

F ′′,K′′ → S be two

inclusions of Drinfeld modular varieties with F ′′ ⊂ F ′. Then for a Af
F ′′-linear

isomorphism c : (Af
F ′′)

r′′ → (Af
F ′)

r′ with

b1 = c ◦ b2 ◦ k (2.2.6)

for some k ∈ K, the diagram

Sr
′

F ′,K′

ιF
′

F ′′, c

��

ιF
′

F, b1

""EEEEEEEE

S

Sr
′′

F ′′,K′′
ιF
′′

F, b2

<<yyyyyyyy

commutes.

Proof. First note that we have

K′ = (bKb−1) ∩GLr′(Af
F ′) = (cK′′c−1) ∩GLr′(Af

F ′)
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by the definition of K′ and K′′ and equation (2.2.6). Therefore, there is an
inclusion ιF

′

F ′′, c : S
r′

F ′,K′ → Sr
′′

F ′′,K′′ .

Now we choose an F -linear isomorphism φ : F r ∼→ F ′′r′′ and an F ′′-linear
isomorphism ψ : F ′′r′′ ∼→ F ′r′ . The following calculation on C∞-valued points
shows the commutativity of the depicted diagram:

ιF
′′

F, b2
(ιF

′

F ′′, c([(ω
′, h′)])) = [(ω′ ◦ ψ ◦ φ, φ−1 ◦ ψ−1 ◦ h′ ◦ c ◦ b2]

= [(ω′ ◦ ψ ◦ φ, φ−1 ◦ ψ−1 ◦ h′ ◦ b1 ◦ k−1)]

= [(ω′ ◦ (ψ ◦ φ), (ψ ◦ φ)−1 ◦ h′ ◦ b1)] = ιF
′

F, b1
([(ω′, h′)]).

Lemma 2.2.8. Let K̃ ⊂ K be an open subgroup and π1 : Sr
F,K̃ → SrF,K the

corresponding canonical projection. Then the following holds:

(i) For each Drinfeld modular subvariety X ′ ⊂ Sr
F,K̃, the image π1(X

′) is a

Drinfeld modular subvariety of SrF,K.

(ii) For each Drinfeld modular subvariety X = ιF
′

F, b(S
r′

F ′,K′) ⊂ SrF,K, the pre-

image π−1
1 (X) is a finite union of Drinfeld modular subvarieties of Sr

F,K̃.

Proof. For (i), assume that X ′ is the image of the inclusion ι̃F
′

F, b : Sr
′

F ′,K̃′ →
Sr
F,K̃ associated to the datum (F ′, b) and consider the inclusion morphism ιF

′

F, b :

Sr
′

F ′,K′ → SrF,K associated to the same datum. The diagram

Sr
′

F ′,K̃′

π′1
��

ι̃F
′

F, b // Sr
F,K̃

π1

��
Sr
′

F ′,K′
ιF
′

F, b // SrF,K

with π′
1 and π1 the respective canonical projections as defined in Section 2.1

commutes by definition of the inclusion morphisms. Hence,

π1(X
′) = ιF

′

F, b(π
′
1(S

r′

F ′,K̃′)) = ιF
′

F, b(S
r′

F ′,K′)

is a Drinfeld modular subvariety of SrF,K.

For (ii), choose a set of representatives k1, . . . , kl ∈ K for the left cosets
K/K̃ and consider the inclusion morphisms ιF

′

F, b◦ki : S
r′

F ′,K̃′i
→ Sr

F,K̃ associated to

(F ′, b◦ki) for i = 1, . . . , l. By the definition of the inclusion morphisms we have

π−1
1 (X) =

l∪
i=1

ιF
′

F, b◦ki(S
r′

F ′,K̃′i
),

hence π−1
1 (X) is a finite union of Drinfeld modular subvarieties of Sr

F,K̃.
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Lemma 2.2.9. For an inclusion ιF
′

F, b : S
′ → S, we have

End(p′) = End(ιF
′

F, b(p
′))

for all p′ ∈ S ′(C∞).

Remark: This is an equality of subfields of C∞ and not just an abstract
isomorphism of fields.

Proof. This follows from the definition of ιF
′

F, b because (ω′ ◦ φ)(F r) = ω′(F ′r′)

for ω′ ∈ Ωr′

F ′ and an F -linear isomorphism φ : F r
∼=→ F ′r′ .

Now we give a criterion under which two Drinfeld modular subvarieties are
contained in each other.

Proposition 2.2.10. Let X ′ = ιF
′

F, b1
(Sr

′

F ′,K′) and X ′′ = ιF
′′

F, b2
(Sr

′′

F ′′,K′′) be two
Drinfeld modular subvarieties of S. The following statements are equivalent:

(i) X ′ is contained in X ′′.

(ii) There is an irreducible component of X ′ over C∞ which is contained
in X ′′.

(iii) F ′′ ⊂ F ′ and there exist k ∈ K and an Af
F ′′-linear isomorphism c :

(Af
F ′′)

r′′ → (Af
F ′)

r′ such that b1 = c ◦ b2 ◦ k.

Proof. We write S ′ = Sr
′

F ′,K′ and S
′′ = Sr

′′

F ′′,K′′ .

The implication (i) ⇒ (ii) is trivial.

For (ii)⇒ (iii) assume that ιF
′

F, b1
(Y ′) ⊂ ιF

′′

F, b2
(S ′′) for an irreducible component

Y ′ of S ′ over C∞. By Lemma 1.1.6 there is a p′ = [(ω′, h′)] ∈ Y ′(C∞) with
End(p′) = F ′. Now let ιF

′

F, b1
(p′) = ιF

′′

F, b2
(p′′) for a suitable p′′ = [(ω′′, h′′)] ∈

S ′′(C∞). Lemma 1.1.5 and 2.2.9 yield

F ′ = End(p′) = End(ιF
′

F, b1
(p′)) = End(ιF

′′

F, b2
(p′′)) = End(p′′) ⊃ F ′′.

Because of ιF
′

F, b1
(p′) = ιF

′′

F, b2
(p′′) we have

[(ω′ ◦ φ1, φ
−1
1 ◦ h′ ◦ b1)] = [(ω′′ ◦ φ2, φ

−1
2 ◦ h′′ ◦ b2)]

for F -linear isomorphisms φ1 : F
r ∼→ F ′r′ and φ2 : F

r ∼→ F ′′r′′ . Hence, there are
T ∈ GLr(F ) and k ∈ K such that

1. ω′ ◦ φ1 = ω′′ ◦ φ2 ◦ T−1,
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2. φ−1
1 ◦ h′ ◦ b1 = T (φ−1

2 ◦ h′′ ◦ b2)k.

Because of 1. and F ′′ ⊂ F ′, one concludes as in the proof of Theorem 2.2.1 that
the F -linear isomorphism ψ := φ1 ◦ T ◦ φ−1

2 : F ′′r′′ → F ′r′ is F ′′-linear.

We set c := b1 ◦ k−1 ◦ b−1
2 : (Af

F ′′)
r′′ → (Af

F ′)
r′ . By 2. this is equal to

c = h′−1 ◦ φ1 ◦ T ◦ φ−1
2 ◦ h′′ = h′−1 ◦ ψ ◦ h′′.

Since ψ is F ′′-linear and F ′′ ⊂ F ′ we conclude that c is an Af
F ′′-linear iso-

morphism. Furthermore, we have b1 = c ◦ b2 ◦ k by the definition of c, which
shows (iii).

The implication (iii) ⇒ (i) follows from Proposition 2.2.7.

Corollary 2.2.11. Let X ′ = ιF
′′

F, b′(S
r′′

F ′′,K′′) be a fixed Drinfeld modular subvariety
of S. Then the assignment

X 7−→ ιF
′′

F, b′(X)

is a bijection from the set of Drinfeld modular subvarieties of Sr
′′

F ′′,K′′ to the set
of Drinfeld modular subvarieties of S contained in X ′.

Proof. Since ιF
′′

F, b′ is injective on C∞-valued points, it is enough to show that

(i) ιF
′′

F, b′(X) is a Drinfeld modular subvariety of S for each Drinfeld modular

subvariety X of Sr
′′

F ′′,K′′ ,

(ii) (ιF
′′

F, b′)
−1(X) is a Drinfeld modular subvariety of Sr

′′

F ′′,K′′ for every Drinfeld
modular subvariety X ⊂ X ′ of S.

For (i), let X = ιF
′

F ′′, c(S
r′

F ′,K′) be a Drinfeld modular subvariety of Sr
′′

F ′′,K′′ . The
map

b := c ◦ b′ : (Af
F )

r → (Af
F ′)

r′

is an Af
F -linear isomorphism, hence we can apply Proposition 2.2.7 to conclude

that

ιF
′′

F, b′(X) = ιF
′′

F, b′(ι
F ′

F ′′, c(S
r′

F ′,K′)) = ιF
′

F, b(S
r′

F ′,K′)

is a Drinfeld modular subvariety of SrF,K.

For (ii), let X = ιF
′

F, b(S
r′

F ′,K′) be a Drinfeld modular subvariety of S which is
contained in X ′. By Proposition 2.2.10, we have F ⊂ F ′′ ⊂ F ′ and there are an
Af
F ′′-linear isomorphism c : (Af

F ′′)
r′′ ∼→ (Af

F ′)
r′ and a k ∈ K such that

b = c ◦ b′ ◦ k.
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By Proposition 2.2.7 the diagram

Sr
′

F ′,K′

ιF
′

F ′′, c

��

ιF
′

F, b

""EEEEEEEE

S

Sr
′′

F ′′,K′′
ιF
′′

F, b′

<<yyyyyyyy

commutes. Therefore, (ιF
′′

F, b′)
−1(X) = ιF

′

F ′′, c(S
r′

F ′,K′) is a Drinfeld modular subva-

riety of Sr
′′

F ′′,K′′ .

From Proposition 2.2.10, the following criterion for equality of Drinfeld mod-
ular subvarieties follows:

Corollary 2.2.12. Let X ′ = ιF
′

F, b1
(Sr

′

F ′,K′) and X
′′ = ιF

′′

F, b2
(Sr

′′

F ′′,K′′) be two Drin-
feld modular subvarieties of S. The following statements are equivalent:

(i) X ′ = X ′′.

(ii) X ′ and X ′′ have a common irreducible component over C∞.

(iii) F ′ = F ′′ (hence r′ = r′′) and there exist s ∈ GLr′(Af
F ′) and k ∈ K such

that b1 = s ◦ b2 ◦ k.

In particular, each special subvariety of S is an irreducible component over C∞
of a unique Drinfeld modular subvariety of S.

Corollary 2.2.13. For a Drinfeld modular subvariety X ′ ⊂ S there is a unique
extension F ′ ⊂ C∞ of F and a unique conjugacy class C of compact open sub-
groups of GLr′(Af

F ′) with r′ = r/[F ′/F ] such that F ′′ = F ′ and K′′ ∈ C for all
inclusions ιF

′′
F, c : S

r′′

F ′′,K′′ → S with image X ′.

Proof. By definition, X ′ is the image of some inclusion ιF
′

F, b : S
r′

F ′,K′ → S. For

any other inclusion ιF
′′

F, c : S
r′′

F ′′,K′′ → S with image X ′, Corollary 2.2.12 implies

F ′′ = F ′ and b = s ◦ c ◦ k for suitable s ∈ GLr′(Af
F ′) and k ∈ K. The latter

implies K′ = sK′′s−1, i.e., K′′ lies in the conjugacy class of K′ in GLr′(Af
F ′).

The preceding corollary allows us to make the following definition:
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Definition 2.2.14. For a Drinfeld modular subvariety X ′ = ιF
′

F, b(S
r′

F ′,K′) of S,
the extension F ′ ⊂ C∞ of F is called the reflex field of X ′ and the index of K′

in a maximal compact subgroup of GLr′(Af
F ′) is called the index of X ′ and is

denoted by i(X ′). Furthermore, the product

D(X ′) := |Cl(F ′)| · i(X ′),

where Cl(F ′) denotes the class group of A′ ⊂ F ′, is called the predegree of X ′.

By Corollary 2.2.12, each special subvariety of S is an irreducible component
of a unique Drinfeld modular subvariety of S. This allows us to define the reflex
field of a special subvariety:

Definition 2.2.15. For a special subvariety V of S which is an irreducible
component of a Drinfeld modular subvariety X ′ of S, the reflex field of V is
defined to be the reflex field of X ′.

If K = GLr(Â), we can characterize the set of Drinfeld modular subvarieties
of S with a given reflex field F ′ in terms of Â-lattices in (Af

F ′)
r′ :

Proposition 2.2.16. Assume that S = SrF,K with K = GLr(Â) and let F ′ ⊂ C∞
be an extension of F of degree r/r′ for some integer r′ ≥ 1 with only one place
∞′ lying over ∞. Then the set of Drinfeld modular subvarieties of S with reflex
field F ′ is in bijective correspondence with the set of orbits of the action of
GLr′(Af

F ′) on the set of free Â-submodules of rank r of (Af
F ′)

r′ via the assignment

ιF
′

F, b(S
′) 7−→ GLr′(Af

F ′) · b(Â
r).

Proof. For two Drinfeld modular subvarieties ιF
′

F, b1
(S ′

1) and ιF
′′

F, b2
(S ′

2) of S with
reflex field F ′ we have

GLr′(Af
F ′) · b1(Â

r) = GLr′(Af
F ′) · b2(Â

r)

if and only if there exist s ∈ GLr′(Af
F ′) and k ∈ K = GLr(Â) with b1 =

s ◦ b−1
2 ◦ k because the stabilizer of Âr in GLr(Af

F ) is exactly GLr(Â). Hence,

the assignment ιF
′

F, b(S
′) 7→ GLr′(Af

F ′) ·φ(m−1Âr) is well-defined and injective by
Corollary 2.2.12. Furthermore, its image is exactly equal to the set of orbits of
the action of GLr′(Af

F ′) on free Â-submodules of rank r of (Af
F ′)

r′ .

Proposition 2.2.17. The natural action of the absolute Galois group Gal(F sep/F )
defined in Proposition 0.2.1 on the set of subvarieties of S = SrF,K which are de-

fined over F restricts to an action on the set of Drinfeld modular subvarieties
of S. For σ ∈ Gal(F sep/F ) and a Drinfeld modular subvariety X = ιF

′

F, b(S
r′

F ′,K′),

the Galois conjugate σ(X) is given by ι
σ(F ′)
F, σ◦b(S

r′

σ(F ′),σ◦K′◦σ−1).
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Remark: In the above formula for the Galois conjugate σ(X), the Af
F -linear

isomorphism (Af
F ′)

r′ ∼→ (Af
σ(F ′))

r′ obtained by tensoring σ : F ′ ∼→ σ(F ′) with

(Af
F )

r′ over F is also denoted by σ.

Proof. As explained in Section 0.1, we identify Gal(F sep/F ) with AutF (F ) via
the unique extension of the elements of Gal(F sep/F ) to F .

Case (i): We first consider the case where S = SrF,K(I) for a proper ideal I

of A and X = ιF
′

F, b(S
r′

F ′,K′) for an inclusion morphism ιF
′

F, b associated to a datum

(F ′, b) satisfying b(Âr) = Â′r
′

with A′ the ring of elements of F ′ regular away
from ∞′. As explained in the proof of Theorem 2.2.1, in this case we have K′ =
K(I ′) with I ′ = IA′ and ιF

′

F, b is defined by the morphism (2.2.2) of functors from

F r′F ′,I′ to F rF,I (restricted to the subcategory of F ′-schemes) using the modular

interpretation of Sr
′

F ′,K(I′) and S
r
F,K(I).

Note that, for any Drinfeld A′-module φ : A′ → F{τ} over F ,

φσ :
σ(A′) −→ F{τ}
σ(a′) 7−→ (φa′)

σ ,

where (φa′)
σ is obtained from φa′ by applying σ to its coefficients, is a Drinfeld

σ(A′)-module over F . Furthermore, for any I ′-level structure α : (I ′−1/A′)r
′ ∼→

φI′ ⊂ F on φ, the composition

(σ(I ′)−1/σ(A′))r
′ σ−1

−→ (I ′−1/A′)r
′ α−→ φI′

σ−→ (φσ)σ(I′)

is an σ(I ′)-level structure on φσ. Using the modular interpretation of Sr
′

F ′,K(I′)

and Sr
′

σ(F ′),K(σ(I′)), the assignment

(φ, α) 7−→ (φσ, σ ◦ α ◦ σ−1)

defines a map gσ : Sr
′

F ′,K(I′)(F )→ Sr
′

σ(F ′),K(σ(I′))(F ). By construction, the map gσ
is bijective with inverse gσ−1 .

Note that we have (σ ◦ b)(Âr) = σ̂(A′)
r′

(where the Af
F -linear isomorphism

σ : (Af
F ′)

r′ ∼→ (Af
σ(F ′))

r′ obtained by tensoring σ : F
∼→ σ(F ) with (Af

F )
r′ over F

is also denoted by σ). Hence the datum (σ(F ′), σ ◦ b) defines an inclusion map

ι
σ(F ′)
F, σ◦b : S

r′

σ(F ′),K(σ(I′)) −→ SrF,K(I),

which is defined by a morphism of functors from F r′σ(F ′),σ(I′) to F rF,I (restricted
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to the subcategory of σ(F ′)-schemes). We now show that the diagram

Sr
′

F ′,K(I′)(F )
ιF
′

F, b //

gσ

��

SrF,K(I)(F )

σ

��

Sr
′

σ(F ′),K(σ(I′))(F )
ι
σ(F ′)
F, σ◦b // SrF,K(I)(F )

commutes, where the right vertical map is given by the action of σ on the
closed points of SrF,K(I) defined over F defined in Proposition 0.2.1 (note that we

identify SrF,K(I)(F ) with the closed points of SrF,K(I) defined over F as discussed

in Section 0.1).

Recall that we defined SrF,K(I)(F ) :=M r
F,I(Spec(F )) whereM

r
F,I is the moduli

scheme over F representing the functor F rF,I and satisfying SrF,K(I) = (M r
F,I)C∞ .

For an F -valued point p : Spec(F ) → M r
F,I in SrF,K(I)(F ), by our definition of

the Galois action in Section 0.2 and our conventions in Section 0.1, σ(p) is the
composition p ◦ Spec(σ). Hence, the modular interpretation of σ : SrF,K(I)(F )→
SrF,K(I)(F ) is given by pulling back Drinfeld A-modules over Spec(F ) with I-level

structure along Spec(σ). This is given by the assignment

(φ, α) 7−→ (φσ, σ ◦ α)

on Drinfeld A-modules φ : A → F{τ} of rank r with I-level structure α :
(I−1/A)r

∼→ φI ⊂ F .

From this, the commutativity of the above diagram follows together with

the modular interpretation (2.2.2) of the inclusions ιF
′

F, b and ι
σ(F ′)
F, σ◦b. Indeed, for

a Drinfeld A′-module φ : A′ → F{τ} of rank r′ over F together with I ′-level
structure α : (I ′−1/A′)r

′ ∼→ φI′ ⊂ F corresponding to p ∈ Sr′F ′,K(I′)(F ), the point

σ(ιF
′

F, b(p)) corresponds to
((φ|A)σ, σ ◦ α ◦ b)

and ι
σ(F ′)
F, σ◦b(gσ(p)) to

(φσ|A, (σ ◦ α ◦ σ−1) ◦ (σ ◦ b)) = ((φ|A)σ, σ ◦ α ◦ b).

Since, for any subvariety Y ⊂ S defined over F , the set Y (F ) of F -valued
points (viewed as a subset of the closed points of Y ⊂ S) is Zariski dense in Y
(see, e.g., Corollary AG. 13.3 in [3]), the commutativity of the above diagram
implies that

σ(X) = ι
σ(F ′)
F, σ◦b(gσ(S

r′

F ′,K(I′))) = ι
σ(F ′)
F, σ◦b(S

r′

σ(F ′),K(σ(I′))).
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for X = ιF
′

F, b(S
r′

F ′,K(I′)). Hence, σ(X) is a Drinfeld modular subvariety of S and

it is of the desired form because of σ ◦ K′ ◦ σ−1 = K(σ(I ′)).

Case (ii): For a general X = ιF
′

F, b(S
r′

F ′,K′) ⊂ SrF,K, by the construction in the
proof of Theorem 2.2.1, there is

• a g′ ∈ GLr′(Af
F ′) with g

′K′g′−1 ⊂ GLr′(Â′),

• an Af
F -linear isomorphism b′ : (Af

F )
r ∼→ (Af

F ′)
r′ with b′(Âr) = Â′r

′

,

• a proper ideal I of A with K(I) ⊂ g−1Kg, where g := b−1 ◦ g′−1 ◦ b′ ∈
GLr(Af

F )

such that the diagram

Sr
′

F ′,K(I′)

ιF
′

F, b′ //

πg′−1

��

SrF,K(I)

πg

��
Sr
′

F ′,K′
ιF
′

F, b // SrF,K

with I ′ := IA′ commutes where πg and πg′−1 are surjective and defined over F .
This implies together with case (i)

σ(X) = σ(ιF
′

F, b(πg′−1(Sr
′

F ′,K(I′)))) = σ(πg(ι
F ′

F, b′(S
r′

F ′,K(I′))))

= πg(σ(ι
F ′

F, b′(S
r′

F ′,K(I′)))) = πg(ι
σ(F ′)
F, σ◦b′(S

r′

σ(F ′),K(σ(I′)))).

By a similar commutative diagram, this is equal to

ι
σ(F ′)
F, σ◦b(S

r′

σ(F ′),σ◦K′◦σ−1),

hence a Drinfeld modular subvariety of S of the desired form.
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2.3 Determinant map and irreducible compo-

nents

For a general Drinfeld modular variety SrF,K, we denote by detK ⊂ (Af
F )

∗ the

image of K ⊂ GLr(Af
F ) under the determinant map. Since the determinant map

is a group homomorphism and maps principal congruence subgroups of GLr(Af
F )

to principal congruence subgroups of (Af
F )

∗, the subgroup detK ⊂ (Af
F )

∗ is open
and compact.

Definition 2.3.1. The map SrF,K(C∞)→ S1
F,detK(C∞) given by

GLr(F ) \ (Ωr
F ×GLr(Af

F ) /K) −→ F ∗ \ (Af
F )

∗ / detK
[(ω, h)] 7−→ [deth].

is called determinant map and is denoted by det.

Remark: The determinant map can be described in terms of the modular
interpretation, using the construction of exterior powers of Drinfeld modules
in [23, Theorem 3.3]. We refrain from doing so because we do not need that.

Proposition 2.3.2. The determinant map is surjective and its fibers are exactly
the irreducible components of SrF,K(C∞).

Proof. The surjectivity is immediate because det : GLr(Af
F )→ (Af

F )
∗ is surjec-

tive.

We know by Proposition 1.1.3 that the irreducible components of SrF,K(C∞)

are in bijective correspondence with the double quotient GLr(F ) \GLr(Af
F )/K.

A point [(ω, h)] ∈ SrF,K(C∞) lies in the irreducible component corresponding to

a double coset [g] ∈ GLr(F ) \GLr(Af
F )/K if and only if h ∈ [g].

We show that, for every g ∈ GLr(Af
F ), the fiber of [det g] ∈ S1

F,detK(C∞) is

equal to the irreducible component corresponding to [g] ∈ GLr(F )\GLr(Af
F )/K.

By the above remarks, this is equivalent to

h ∈ GLr(F ) · g · K ⇐⇒ deth ∈ F ∗ · (det g) · (detK)

for all h ∈ GLr(Af
F ).

If h ∈ GLr(F ) · g · K, then we have deth ∈ F ∗ · (det g) · (detK) by the
multiplicativity of the determinant. Conversely, assume that deth ∈ F ∗ ·(det g)·
(detK). Then there are T ∈ GLr(F ) and k ∈ K such that

deth = det(T · g · k),
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hence Tgkh−1 ∈ SLr(Af
F ). By the strong approximation theorem [33] for semi-

simple simply connected groups over function fields, SLr(F ) is dense in SLr(Af
F ).

Since hKh−1 is an open subgroup of GLr(Af
F ), we therefore have

SLr(Af
F ) = SLr(F ) · ((hKh−1) ∩ SLr(Af

F )).

So there are T ′ ∈ SLr(F ) and k
′ ∈ K ∩ SLr(Af

F ) such that Tgkh−1 = T ′hk′h−1.
This implies

h = T ′−1Tgkk′−1 ∈ GLr(F ) · g · K.

By Proposition 2.3.2, the determinant map induces a bijection

det∗ : π0(S
r
F,K)

∼−→ S1
F,detK

between the set π0(S
r
F,K) of irreducible components of SrF,K over C∞ and the set

S1
F,detK (we identify the latter set with S1

F,detK(C∞) as explained in Section 1.2).
We now consider the natural action defined in Proposition 0.2.1 of the absolute
Galois group GF := Gal(F sep/F ) on these two sets.

Proposition 2.3.3. The bijection det∗ is GF -equivariant.

Proof. We consider separable extensions F ′ ⊂ C∞ of F of degree r with only
one place ∞′ above ∞. The intersection F ′′ of all these extensions is equal to
F . This follows by induction over r:

Assume by contradiction that F ′′ ) F with [F ′′/F ] = r′ > 1. By Eisenstein’s
Criterion (Proposition III.1.14 in [35]) we find a second extension F ′′

2 ̸= F ′′ of
F of degree r′ with only one place ∞′′

2 above ∞. By induction hypothesis, the
intersection of all separable extensions of F ′′

2 of degree r/r′ with only one place
above ∞′′

2 is equal to F ′′
2 . These extensions of F

′′
2 are all separable extensions of

F of degree r with only one place above ∞, hence its intersection F ′′
2 contains

F ′′. This is not possible because F ′′
2 ̸= F ′′ and [F ′′

2 /F ] = [F ′′/F ] = r′.

The equality F ′′ = F implies that the subgroups Gal(F sep/F ′) ⊂ GF where
F ′ runs over all separable extensions of F of degree r with only one place above∞
generate the whole absolute Galois group GF . Therefore it is enough to show
that det∗ is Gal(F sep/F ′)-equivariant for all these extensions F ′.

Let now F ′/F be a fixed extension of the above form, Y an irreducible
component of SrF,K and σ ∈ Gal(F sep/F ′). We have to show that det∗(σ(Y )) =

σ(det∗(Y )). We assume that Y corresponds to the class of g ∈ GLr(Af
F ) in

GLr(F ) \ GLr(Af
F )/K via the bijective correspondence from Proposition 1.1.3.

We choose an F -linear isomorphism

φ : F r ∼−→ F ′,
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and define

b := φ ◦ g : (Af
F )

r ∼−→ Af
F ′ .

The datum (F ′, b) defines an inclusion morphism ιF
′

F, b : S
1
F ′,K′ → SrF,K. By its

definition, the point p′ := [1] ∈ S1
F ′,K′ = F ′∗ \ (Af

F ′)
∗/K′ is mapped to the closed

point

p := ιF
′

F, b([1]) = [(i ◦ φ, φ−1 ◦ 1 ◦ b)] = [(i ◦ φ, g)]

of SrF,K, where i denotes the canonical inclusion F ′
∞′ ↪→ C∞. This point lies in

the irreducible component Y , which corresponds to the class of g in GLr(F ) \
GLr(Af

F ) /K.

By Proposition 0.2.2, the point p′ ∈ S1
F ′,K′ is defined over F ′sep = F sep. Since

ιF
′

F, b is defined over F ′, the closed point p = ιF
′

F, b(p
′) ∈ SrF,K(C∞) is also defined

over F sep and we have

ιF
′

F, b(σ(p
′)) = σ(p) ∈ σ(Y ),

i.e., σ(Y ) is the unique irreducible component of SrF,K containing ιF
′

F, b(σ(p
′)).

The equality det∗(σ(Y )) = σ(det∗(Y )) is therefore equivalent to

det(ιF
′

F, b(σ(p
′))) = σ(det p). (2.3.1)

We use the description of the Galois action on S1
F ′,K′ and S

1
F,detK given by The-

orem 1.2.1 to calculate both sides of (2.3.1). For this, let H/F resp. H ′/F ′ be
the finite abelian extensions corresponding to the closed finite index subgroups
F ∗ · detK ⊂ (Af

F )
∗ resp. F ′∗ · K′ ⊂ (Af

F ′)
∗ in class field theory, and let E be the

compositum of H and H ′. Then the diagram of Artin maps

(Af
F )

∗
ψH/F // Gal(H/F )

(Af
F ′)

∗

NF ′/F

OO

ψE/F ′//

ψH′/F ′

&&MMMMMMMMMM
Gal(E/F ′)

rE/H

OO

rE/H′

��
Gal(H ′/F ′)

commutes with NF ′/F the norm map and rE/H , rE/H′ the restriction maps.

Therefore, if h′ ∈ (Af
F ′)

∗ is chosen such that ψE/F ′(h
′) = σ|E, then we have

ψH′/F ′(h
′) = σ|H′ ,

ψH/F (NF ′/F (h
′)) = σ|H .
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With Theorem 1.2.1 this implies

det(ιF
′

F, b(σ(p
′))) = det(ιF

′

F, b([h
′−1])) = det(φ−1 ◦ h′−1 ◦ b)

= det(φ−1 ◦ h′−1 ◦ φ) · det g = [NF ′/F (h
′)−1 · det g]

= σ([det g]) = σ(det p).

So we have shown (2.3.1), which is equivalent to det∗(σ(Y )) = σ(det∗(Y )).

Corollary 2.3.4. The determinant map is induced by a unique morphism SrF,K →
S1
F,detK defined over F .

Proof. By Proposition 2.3.2, the determinant map is constant on the irreducible
components of SrF,K(C∞). Since these irreducible components and all closed
points of S1

F,detK are defined over F sep, the determinant map is therefore induced
by a unique morphism defined over F sep.

By Proposition 2.3.3, this morphism over F sep is GF -equivariant. Hence,
by [3, AG 14.3] it is defined over F .

Corollary 2.3.5. SrF,K is F -irreducible and has exactly

|S1
F,detK| = |F ∗ \ (Af

F )
∗ / detK| = |Cl(F )| · |Â∗/(F∗

q · detK)|

irreducible components over C∞.

Proof. By Corollary 1.2.2 and Proposition 2.3.3, it follows that the absolute
Galois group Gal(F sep/F ) acts transitively on the set of irreducible components
of SrF,K over C∞. Hence, SrF,K is F -irreducible by Proposition 0.2.2.

It only remains to show the second equality. Note that

(Af
F )

∗ −→ I(A)
(xp) 7−→

∏
p p

vp(xp)
,

with vp the normalized discrete valuation associated to p and I(A) the group of

fractional ideals of A, is a surjective homomorphism with kernel Â∗. Therefore
there are isomorphisms of abelian groups

(Af
F )

∗/(F ∗ · Â∗) ∼= F ∗ \ ((Af
F )

∗ / Â∗) ∼= F ∗ \ I(A) = Cl(F ).

The compact open subgroup detK of (Af
F )

∗ lies in the unique maximal compact

open subgroup Â∗. Hence

|F ∗ \ (Af
F )

∗ / detK| = |(Af
F )

∗/(F ∗ · detK)| = |Cl(F )| · |(F ∗ · Â∗)/(F ∗ · detK)|.
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The claim now follows from

(F ∗ · Â∗)/(F ∗ · detK) ∼= Â∗ / ((F ∗ · detK) ∩ Â∗)

and
(F ∗ · detK) ∩ Â∗ = (F ∗ ∩ Â∗) · detK = F∗

q · detK.

Corollary 2.3.6. Each Drinfeld modular subvariety of SrF,K with reflex field F ′

is F ′-irreducible.

Proof. A Drinfeld modular subvariety X of SrF,K with reflex field F ′ is the image

of an inclusion morphism ιF
′

F, b : S
r′

F ′,K′ → SrF,K. Since ιF
′

F, b is defined over F ′ by
Theorem 2.2.1, Corollary 2.3.5 immediately implies the F ′-irreducibility of X.
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Chapter 3

Degree of subvarieties

3.1 Compactification of Drinfeld modular

varieties

In [30] Pink constructs the Satake compactification S
r

F,K of a Drinfeld modular

variety SrF,K with K ⊂ GLr(Â). It is a normal projective variety which contains
SrF,K as an open dense subvariety.

IfK is amply small, S
r

F,K is endowed with a natural ample invertible sheaf LrF,K.
In [30], the space of global sections of its k-th power is defined to be the space
of algebraic modular forms of weight k on SrF,K.

If K ⊂ GLr(Af
F ) is arbitrary (not necessarily contained in GLr(Â)) and

g ∈ GLr(Af
F ) is chosen such that gKg−1 ⊂ GLr(Â), we can define

S
r

F,K := S
r

F,gKg−1 (3.1.1)

and, if K is amply small,
LrF,K := LrF,gKg−1 . (3.1.2)

As in Step (v) of the proof of Theorem 1.1.2, one can show, using part (i) of
the following proposition for K ⊂ GLr(Â), that this defines S

r

F,K and LrF,K up
to isomorphism.

Proposition 3.1.1. (i) For g ∈ GLr(Af
F ) and a compact open subgroup K′ ⊂

g−1Kg the morphism πg : SrF,K′ → SrF,K defined in Section 2.1 extends

uniquely to a finite morphism πg : S
r

F,K′ → S
r

F,K defined over F . If K is
amply small, then there is a canonical isomorphism

LrF,K′ ∼= πg
∗LrF,K.
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(ii) Any inclusion ιF
′

F, b : S
r′

F ′,K′ → SrF,K of Drinfeld modular varieties extends

uniquely to a finite morphism ιF
′

F, b : S
r′

F ′,K′ → S
r

F,K defined over F ′. If K
is amply small, then there is a canonical isomorphism

Lr′F ′,K′ ∼= ιF
′

F, b

∗
LrF,K.

Proof. This follows from Proposition 4.11 and 4.12 and Lemma 5.1 in [30]. Note
that these statements automatically hold for arbitrary levels K and K′ (not nec-

essarily contained in GLr(Â) respectively GLr′(Â′)) because the equations (3.1.1)
and (3.1.2) define the Satake compactification of a general Drinfeld modular va-
riety as the Satake compactification of a Drinfeld modular variety with level
contained in GLr(Â) resp. GLr′(Â′).

3.2 Degree of subvarieties

In this section, SrF,K always denotes a Drinfeld modular variety with K amply
small.

Definition 3.2.1. The degree of an irreducible subvariety X ⊂ SrF,K is defined

to be the degree of its Zariski closure X in S
r

F,K with respect to LrF,K, i.e., the
integer

degX := degLr
F,K

X =

∫
S
r
F,K

c1(LrF,K)dimX ∩ [X],

where c1(LrF,K) ∈ A1S
r

F,K denotes the first Chern class of LrF,K, the cycle class

of X in AdimXS
r

F,K is denoted by [X] and ∩ is the cap-product between AdimXS
r

F,K
and AdimXS

r

F,K.

The degree of a reducible subvariety X ⊂ SrF,K is the sum of the degrees of
all irreducible components of X.

Remark: Note that our definition of degree for reducible subvarieties differs
from the one used in many textbooks where only the sum over the irreducible
components of maximal dimension is taken.

Lemma 3.2.2. The degree of a subvariety X ⊂ SrF,K is at least the number of
irreducible components of X.

Proof. This follows by our definition of degree because LrF,K is ample and the
degree of an irreducible subvariety of a projective variety with respect to an
ample invertible sheaf is a positive integer (see, e.g., Lemma 12.1 in [15]).
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Proposition 3.2.3. (i) Let πg : SrF,K′ → SrF,K be the morphism defined in

Section 2.1 for g ∈ GLr(Af
F ) and K′ ⊂ g−1Kg. Then

deg π−1
g (X) = [g−1Kg : K′] · degX (3.2.1)

for subvarieties X ⊂ SrF,K and

deg πg(X
′) ≤ degX ′ (3.2.2)

for subvarieties X ′ ⊂ SrF,K′. In particular, we have

deg Tg(X) ≤ [K : K ∩ g−1Kg] · degX (3.2.3)

for subvarieties X ⊂ SrF,K.

(ii) For any inclusion ιF
′

F, b : S
r′

F ′,K′ → SrF,K of Drinfeld modular varieties and

for any subvariety X ⊂ Sr
′

F ′,K′, we have

degX = deg ιF
′

F, b(X). (3.2.4)

Proof. We use the projection formula for Chern classes (see, e.g., Proposition
2.5 (c) in [15]):

If f : X → Y is a proper morphism of varieties and L is an invertible sheaf
on Y , then, for all k-cycles α ∈ Ak(X), we have the equality

f∗(c1(f
∗L) ∩ α) = c1(L) ∩ f∗(α) (3.2.5)

of (k − 1)-cycles in Ak−1(Y ).

For the proof of (3.2.1) and (3.2.2), we first assume that X ⊂ SrF,K and
X ′ ⊂ SrF,K′ are irreducible. For this, note that πg : SrF,K′ → SrF,K is finite of
degree [g−1Kg : K′] by Theorem 2.1.1 and étale by Proposition 2.1.3 because
K is amply small. The latter implies that the scheme-theoretic preimage of X
under πg is a reduced closed subscheme of SrF,K′ (by Theorem III.10.2 in [22]
the fibers of the generic points of the irreducible components of X are regular).
Hence the scheme-theoretic preimage is equal to the subvariety π−1

g (X). Note
that the degree of a finite, flat surjective morphism of varieties f : V → W is
preserved under base extension by our characterisation of the degree as rank of
the locally free OW -module f∗(OV ) in Section 0.1. Therefore the restriction of
πg to the subvariety π−1

g (X) is also finite of degree [g−1Kg : K′] and we have the
equality

πg∗[π
−1
g (X)] = [g−1Kg : K′] · [X]
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of cycles on S
r

F,K. For d := dimX, with Proposition 3.1.1 (i) and the above
projection formula we get

deg π−1
g (X) = degπg∗Lr

F,K
π−1
g (X) =

∫
S
r
F,K′

c1(πg
∗LrF,K)d ∩ [π−1

g (X)]

=

∫
S
r
F,K

πg∗

(
c1(πg

∗LrF,K)d ∩ [π−1
g (X)]

)
=

∫
S
r
F,K

c1(LrF,K)d ∩ πg∗[π−1
g (X)]

= [g−1Kg : K′] ·
∫
S
r
F,K

c1(LrF,K)d ∩ [X] = [g−1Kg : K′] · degX.

For the proof of (3.2.2), we note that

πg∗[X
′] = deg(πg|X′) · [πg(X ′)]

as cycles on S
r

F,K. Again with the projection formula and Proposition 3.1.1 (i),
we get

deg(πg|X′) · deg πg(X ′) = deg(πg|X′) ·
∫
S
r
F,K

c1(LrF,K)d ∩ [πg(X ′)]

=

∫
S
r
F,K

c1(LrF,K)d ∩ πg∗[X ′]

=

∫
S
r
F,K

πg∗
(
c1(πg

∗LrF,K)d ∩ [X ′]
)

=

∫
S
r
F,K′

c1(πg
∗LrF,K)d ∩ [X ′] = degX ′

with d := dimX ′ and in particular

deg πg(X
′) ≤ degX ′.

If X ⊂ SrF,K is reducible with irreducible components X1, . . . , Xn, we have

deg π−1
g (X) =

n∑
i=1

deg π−1
g (Xi)

because the set of irreducible components of π−1
g (X) is exactly equal to

n∪
i=1

{
irreducible components of π−1

g (Xi)
}
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and this union is disjoint. Therefore, the formula (3.2.1) follows from the irre-
ducible case.

If X ′ ⊂ SrF,K′ is reducible with irreducible components X ′
1, . . . , X

′
k, then the

set of irreducible components of πg(X
′) is a subset of {πg(X ′

1), . . . , πg(X
′
k)},

hence we have

deg πg(X
′) ≤

k∑
i=1

deg πg(X
′
i)

and the inequality (3.2.2) follows from the irreducible case.

The inequality (3.2.3) immediately follows from (3.2.1) and (3.2.2) because

Tg(X) = πg(π
−1
1 (X))

where π1 and πg are projection morphisms SrF,Kg
→ SrF,K with Kg := K∩ g−1Kg

and

deg π1 = [K : Kg] = [K : K ∩ g−1Kg].

Finally, for the proof of (3.2.4) we use that ιF
′

F, b : S
r′

F ′,K′ → SrF,K is a closed
immersion by Proposition 2.2.2 because K is amply small. For an irreducible
subvariety X ⊂ Sr

′

F ′,K′ , we therefore have the equality

ιF
′

F, b∗[X] = [ιF
′

F, b(X)]

of cycles on S
r

F,K. The same calculation as in the proof of (3.2.2) with d := dimX
therefore gives

deg ιF
′

F, b(X) =

∫
S
r
F,K

c1(LrF,K)d ∩ [ιF
′

F, b(X)]

=

∫
S
r′
F ′,K′

c1(ιF
′

F, b

∗
LrF,K)d ∩ [X] = degX

because ιF
′

F, b

∗
LrF,K ∼= Lr

′

F ′,K′ by Proposition 3.1.1 (ii).

If X ⊂ Sr
′

F ′,K′ is reducible with irreducible components X1, . . . , Xl, then

ιF
′

F, b(X) has exactly the irreducible components ιF
′

F, b(X1), . . . , ι
F ′

F, b(Xl) because

ιF
′

F, b is a closed immersion. Therefore, the formula (3.2.4) for X reducible follows
from the irreducible case.

We will use the following two consequences of Bézout’s theorem to get an
upper bound for the degree of the intersection of two subvarieties of SrF,K:
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Lemma 3.2.4. For subvarieties V , W of a projective variety U and an ample
invertible sheaf L on U , we have

deg V ∩W ≤ deg V · degW,

where deg denotes the degree with respect to L.

Proof. See Example 8.4.6 in [15] in the case that V and W are irreducible.

If V = V1∪· · ·∪Vk andW =W1∪· · ·∪Wl are decompositions into irreducible
components, then

V ∩W =
∪
i,j

Vi ∩Wj.

Therefore, each irreducible component of V ∩W is an irreducible component of
some Vi ∩Wj. By our definition of degree for reducible varieties this implies

deg V ∩W ≤
∑
i,j

deg(Vi ∩Wj).

Hence by the case that V and W are irredubible, we get

deg V ∩W ≤
∑
i,j

deg Vi ·degWj =

(∑
i

deg Vi

)
·

(∑
j

degWj

)
= deg V ·degW.

Lemma 3.2.5. For subvarieties V , W of SrF,K we have

deg V ∩W ≤ deg V · degW.

Proof. Recall that we defined the degree of a subvariety of SrF,K as the de-

gree of its Zariski closure in the compactification S
r

F,K with respect to the line
bundle LrF,K. In view of the previous lemma, it is therefore enough to show the

following inequality of degrees of Zariski closures in S
r

F,K with respect to LrF,K:

deg V ∩W ≤ deg V ∩W.

For this, note that V ∩W ⊂ V ∩W and

V ∩W ∩ SrF,K = V ∩W = (V ∩ SrF,K) ∩ (W ∩ SrF,K) = (V ∩W ) ∩ SrF,K

because SrF,K is Zariski open in S
r

F,K. Therefore

V ∩W = V ∩W ∪ (Y ∩ (V ∩W )) (3.2.6)
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where Y := S
r

F,K \ SrF,K denotes the boundary of the compactification. Since

the irreducible components of V ∩W are the Zariski closures of the irreducible
components of V ∩W , they all have non-empty intersection with SrF,K. Hence,

every irreducible component of V ∩W is not contained in Y ∩ (V ∩ W ) and
therefore by (3.2.6) an irreducible component of V ∩W . The desired inequality

deg V ∩W ≤ deg V ∩W
follows.

3.3 Degree of Drinfeld modular subvarieties

We let S = SrF,K be a Drinfeld modular variety.

Proposition 3.3.1. If K is amply small, there is a constant C > 0 only de-
pending on F and r such that

deg(X) ≥ C ·D(X)

for all Drinfeld modular subvarieties X ⊂ SrF,K with D(X) the predegree of X
from Definition 2.2.14.

Remark: We expect that one could also prove an upper bound for deg(X)
of the form deg(X) ≤ C ′ ·D(X) with a constant C ′ depending on F , K and r.
Because of this expectation we call D(X) the predegree of X. We refrain from
proving an upper bound because we only need a lower bound in the following.

Proof. Let X = ιF
′

F, b(S
r′

F ′,K′) be an arbitrary Drinfeld modular subvariety of S.

We fix primes p of F and p′ of F ′ with p′|p and let K(p′) ⊂ GLr′(Af
F ′) be

the principal congruence subgroup modulo p′. By Proposition 2.2.2, the sub-
group K′ ⊂ GLr′(Af

F ′) is amply small and, by definition, also K(p′) is amply
small. Therefore, by Proposition 3.2.3, we have

deg(X) = deg(Sr
′

F ′,K′) =
deg(Sr

′

F ′,K(p′)∩K′)

[K′ : K(p′) ∩ K′]

= deg(Sr
′

F ′,K(p′)) ·
[K(p′) : K(p′) ∩ K′]

[K′ : K(p′) ∩ K′]
.

Now let K′
max be a maximal compact subgroup of GLr′(Af

F ′) which contains K′.
Then K(p′) ∩ K′ is a subgroup of the same index in the maximal compact sub-
groups K′

max and GLr′(Â′). Hence, we get

[K(p′) : K(p′) ∩ K′]

[K′ : K(p′) ∩ K′]
=

[GLr′ (Â
′):K(p′)∩K′]

[GLr′ (Â
′):K(p′)]

[K′max:K(p′)∩K′]
[K′max:K′]

=
[K′

max : K′]

[GLr′(Â′) : K(p′)]
.
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Since Sr
′

F ′,K(p′) has at least |Cl(F ′)| irreducible components over C∞ by Corol-

lary 2.3.5, we have deg(Sr
′

F ′,K(p′)) ≥ |Cl(F ′)| by Lemma 3.2.2. With

[GLr′(Â′) : K(p′)] < |k(p′)|r′2 ≤
(
|k(p)|r/r′

)r′2
≤ |k(p)|r2 ,

and i(X) = [K′
max : K′] we therefore get the desired estimate

deg(X) ≥ |Cl(F ′)| · i(X)

|k(p)|r2
=

1

|k(p)|r2
·D(X).

Since we can choose the same prime p of F in the above estimates for all Drinfeld
modular subvarieties X ⊂ SrF,K, the constant C := 1

|k(p)|r2
only depends on F

and r.

Theorem 3.3.2. For each sequence (Xn) of pairwise distinct Drinfeld modular
subvarieties of S, the sequence of predegrees (D(Xn)) is unbounded. In particu-
lar, if K is amply small, the degrees deg(Xn) are unbounded.

Proof. By Proposition 3.3.1, it is enough to show that the sequence

D(Xn) = i(Xn) · |Cl(Fn)|

where Fn is the reflex field of Xn is unbounded.

The following two propositions imply that there are only finitely many ex-
tensions F ′ of F of degree dividing r and bounded class number:

Proposition 3.3.3. There are only finitely many extensions F ′ ⊂ C∞ of F of
fixed genus g′ and fixed constant field Fq′.

Proof. See the proof of Theorem 8.23.5. in [18].

Proposition 3.3.4. Let F ′ be a function field of genus g′ with field of constants
Fq′. Then

|Cl(F ′)| ≥ (q′ − 1)(q′2g
′
− 2g′q′g

′
+ 1)

2g′(q′g
′+1 − 1)

.

Proof. Proposition 3.1 in [4].

Therefore, the sequence D(Xn) is unbounded if the set of reflex fields Fn
is infinite. So it suffices to show unboundedness of the predegree D(Xn) in a
sequence of pairwise distinct Drinfeld modular subvarieties of S with fixed reflex
field. This follows from the next theorem.
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Theorem 3.3.5. For each sequence (Xn) of pairwise distinct Drinfeld modular
subvarieties of S with fixed reflex field F ′, the indices i(Xn) are unbounded.

Proof. We first note that we can assume w.l.o.g. that the given compact sub-
group K equals GLr(Â). Indeed, if K is replaced by a compact open
subgroup L ⊃ K and the Xn by their images under the canonical projection
π1 : SrF,K → SrF,L, the indices i(Xn) decrease by Definition 2.2.14. Hence, we
can assume that K is a maximal compact open subgroup and therefore some
conjugate hGLr(Â)h

−1 of GLr(Â). If we further replace the Xn by their images
under the isomorphism πh−1 : Sr

F, hGLr(Â)h−1 → Sr
F,GLr(Â)

, then the i(Xn) do ob-

viously not change because the Xn are the image of an inclusion from the same
Sr
′

F ′,K′(C∞). Therefore, we can w.l.o.g. assume K = GLr(Â).

For the following considerations, we assume that Xn = ιF
′

F, bn
(Sr

′

F ′,K′n(C∞))

with Af
F -linear isomorphisms bn : (Af

F )
r → (Af

F ′)
r′ . We denote by Λn the Â-

lattices bn(Â
r) in (Af

F ′)
r′ . By Proposition 2.2.16, they are determined up to and

only up to the action of GLr′(Af
F ′) and their orbits under the action of GLr′(Af

F ′)
are pairwise distinct.

We have the product decomposition Λn =
∏

p ̸=∞ Λn,p :=
∏

p ̸=∞ bn,p(A
r
p),

where Λn,p ⊂ F ′
p
r′ are free Ap-submodules of rank r. The A′

p-modules A′
p · Λn,p

are finitely generated submodules of F ′
p
r′ with F ′

p · Λn,p = F ′
p
r′ , hence free of

rank r′ because A′
p is a direct product of principal ideal domains. This implies

that Â′ · Λn =
∏

pA
′
p · Λn,p is a free Â′-submodule of (Af

F ′)
r′ of rank r′. Since

the Λn are determined up to and only up to the action of GLr′(Af
F ′), we may

therefore assume w.l.o.g. that Â′ · Λn = Â′r
′

for all n.

Note that we have

K′
n = (b−1

n GLr(Â)bn) ∩GLr′(Af
F ′) = StabGLr′ (A

f

F ′ )
Λn.

Since Â′·Λn = Â′r
′

, these compact open subgroups of GLr′(Af
F ′) are all contained

in the maximal compact subgroup GLr′(Â′) = StabGLr′ (A
f

F ′ )
Â′r

′

. Hence, we can

write the indices i(Xn) as

i(Xn) = [GLr′(Â′) : StabGLr′ (A
f

F ′ )
Λn]

and, using the above product decompositions, as i(Xn) =
∏

p ̸=∞ in,p, where

in,p = [GLr′(A
′
p) : StabGLr′ (F

′
p)Λn,p].

For each n, almost all factors of this product are 1 because Λn,p = A′
p
r′ for almost

all p.
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Since we assumed that A′
p · Λn,p = A′

p
r′ , by the Proposition 3.3.6 below, we

get the estimates in,p ≥ C · [A′
p
r′ : Λn,p]

1/r, where the constant C is independent
of n and p.

We now finish the proof by assuming (by contradiction) that the sequence
(i(Xn)) is bounded. This implies by the above product decomposition of i(Xn)

and estimates of in,p that [A′
p
r′ : Λn,p] ≤ D for all n and p for some uniform

constant D.

But, note that, as finite Ap-module, A′
p
r′/Λn,p is isomorphic to some product

Ap/p
m1Ap × · · · × Ap/p

mlAp.

If Λn,p ̸⊇ pN · A′
p
r′ , we have mi ≥ N + 1 for some i and therefore

|k(p)|N+1 ≤ [A′
p
r′
: Λn,p] ≤ D.

In particular, we have |k(p)| ≤ D whenever Λn,p ̸= A′
p
r′ . Since there are only

finitely many primes p with |k(p)| ≤ D, we conclude:

• There are finitely many primes p1, . . . , pk such that Λn,p = A′
p
r′ for all n

and p ̸= p1, . . . , pk.

• There is a N ∈ N such that, for all p and n, the Ap-lattice Λn,p contains

pNA′
p
r′ .

Since the quotients A′
p
r′/pNA′

p
r′ are finite, the second statement implies that

for all 1 ≤ i ≤ k there are only finitely many possibilities for Λn,pi . As for
p ̸= p1, . . . , pk the lattices Λn,p are independent of n, this implies that only finitely

many Â-lattices Λn ⊂ (Af
F ′)

r′ occur, a contradiction to our assumptions.

Proposition 3.3.6. Let K be a complete field with respect to a discrete valuation
v with finite residue field containing Fq and let R be the corresponding discrete
valuation ring with maximal ideal m. Let K ′ := L1×· · ·×Lm with Li finite field
extensions of K and R′ := S1 × · · · × Sm with Si ⊂ Li the discrete valuation
ring associated to the unique extension of v to Li. Suppose that r′ ≥ 1 and set
r := r′ ·

∑m
i=1[Li : K].

There is a constant C > 0 only depending on q and r such that, for any free
R-submodule Λ ⊂ K ′r′ of rank r, we have

[StabGLr′ (K
′)(R

′ · Λ) : StabGLr′ (K
′)(Λ)] ≥ C · [R′ · Λ : Λ]1/r.
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Proof. For a free R-submodule Λ ⊂ K ′r′ of rank r, the R′-submodule R′ · Λ ⊂
K ′r′ is free of finite rank because it is torsionfree and finitely generated and
R′ is a principal ideal domain as direct product of discrete valuation rings.
Furthermore, we have K ·Λ = K ′r′ because K ·Λ is a K-linear subspace of K ′r′

of dimension

r = r′ ·
m∑
i=1

[Li : K] = dimK(K
′r′).

Therefore we also have K ′ · Λ = K ′r′ and R′ · Λ is of full rank r′. So there is a
t′ ∈ GLr′(R

′) with

R′ · Λ = t′ ·R′r′ .

Since the inequality in the conclusion of the lemma is invariant under replacing
Λ by t′−1 · Λ, we can from now on assume that R′ · Λ = R′r′ and need to show

[GLr′(R
′) : StabGLr′ (K

′)(Λ)] ≥ C · [R′r′ : Λ]1/r

for some constant C only depending on q and r.

We introduce the notation

H := {T ∈ Matr′(R
′) : T · Λ ⊆ Λ}.

This set of matrices is an R-subalgebra of Matr′(R
′) with H∗ = StabGLr′ (R

′)(Λ).

Note that, if g1, . . . , gr is a R-basis of Λ, then Λ = ξ(Rr) ⊂ K ′r′ for

ξ :
Kr −→ K ′r′

(x1, . . . , xr) 7−→ x1g1 + · · ·+ xrgr
.

Since K is complete, ξ is a homeomorphism (cf. Proposition 4.9 in [28]). This

implies that Λ ⊂ R′r′ is open.

Hence, there is a k ∈ N such that mkR′r′ ⊆ Λ. Therefore Matr′(m
kR′) ⊆ H

and

H/Matr′(m
kR′) = {T ∈ Matr′(R

′/mkR′) : T · (Λ/mkR′r′) ⊆ Λ/mkR′r′}

if we identify Matr′(R
′/mkR′) with Matr′(R

′)/Matr′(m
kR′). For the stabilizer

of Λ/mkR′r′ under the action of GLr′(R
′/mkR′), this means that

(H/Matr′(m
kR′))∗ = StabGLr′ (R

′/mkR′)(Λ/m
kR′).

Now note that T · Λ ⊇ mkR′r′ for all T ∈ GLr′(R
′). Hence, we have

T · (Λ/mkR′r′) = (T · Λ)/mkR′r′
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for all T ∈ GLr′(R
′), where T denotes the reduction of T modulo mkR′. There-

fore,

T · Λ 7−→ (T · Λ)/mkR′r′ (3.3.1)

is an injective map from the orbit of Λ under GLr′(R
′) to the orbit of Λ/mkR′r′

under GLr′(R
′/mkR′). It is also surjective because the reduction map

modulo mkR′ from GLr′(R
′) to GLr′(R

′/mkR′) is surjective. Indeed, if
T ∈ GLr′(R

′/mkR′) is the reduction modulo mkR′ of some T ∈ Matr′(R
′),

there is a T ′ ∈ Matr′(R
′) such that TT ′ ∈ 1r′ + Matr′(m

kR′). This implies
detT · detT ′ ∈ 1 +mkR′ ⊆ R′∗, hence detT ∈ R′∗ and T ∈ GLr′(R

′).

The above bijection of orbits and formulas for the corresponding stabilizers
give us the following estimate:

[GLr′(R
′) : H∗] = [GLr′(R

′/mkR′) : (H/Matr′(m
kR′))∗] ≥ |GLr′(R

′/mkR′)|
[H : Matr′(mkR′)]

Lemma 3.3.7. There is a constant C only depending on q and r such that

|GLr′(R
′/mkR′)| ≥ C · |Matr′(R

′/mkR′)|.

Proof. By definition of R′ the quotient R′/mkR′ is isomorphic to S1/m
kS1 ×

· · · × Sm/mkSm, hence

GLr′(R
′/mkR′) ∼= GLr′(S1/m

kS1)× · · · ×GLr′(Sm/m
kSm)

Matr′(R
′/mkR′) ∼= Matr′(S1/m

kS1)× · · · ×Matr′(Sm/m
kSm).

Now note that, for any l ≥ 1 and any discrete valuation ring U with maximal
ideal n and residue field Fq′ containing Fq, a matrix T ∈ Matr′(U) is invertible
if and only if its reduction modulo nl is invertible in Matr′(U/n

l). This follows
by the same argument as in the proof of the bijection of orbits (3.3.1). In
particular, GLr′(U/n

l) exactly consists of the matrices with reduction modulo n
lying in GLr′(U/n). As the fibers of the projection Matr′(U/n

l) → Matr′(U/n)

have all cardinality |n/nl|r′2 = q′(l−1)r′2 , we get

|GLr′(U/n
l)| = q′

(l−1)r′2 |GLr′(Fq′)|

= q′
(l−1)r′2

(q′
r′ − 1)(q′

r′ − q′) · · · (q′r
′
− q′r

′−1
)

≥ q′
lr′2
(
1− 1

q

)r′
=

(
1− 1

q

)r′
|Matr′(U/n

l)|.
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Since m ≤ r/r′, we have in total

|GLr′(R
′/mkR′)| ≥

(
1− 1

q

)mr′
|Matr′(R

′/mkR′)| ≥ C · |Matr′(R
′/mkR′)|

with C =
(
1− 1

q

)r
.

By Lemma 3.3.7 and the estimate before, we have

[GLr′(R
′) : H∗] ≥ C · [Matr′(R

′) : Matr′(m
kR′)]

[H : Matr′(mkR′)]
= C · [Matr′(R

′) : H].

To finish the proof of Proposition 3.3.6, we consider a R-basis g1, . . . , gr of Λ
and the R-module homomorphism

Matr′(R
′)r −→ R′ · Λ/Λ

(T1, . . . , Tr) 7−→ (T1 · g1 + · · ·+ Tr · gr) mod Λ.

It is surjective and its kernel contains Hr. Therefore, we have

[Matr′(R
′) : H]r = [Matr′(R

′)r : Hr] ≥ [R′ · Λ : Λ]

and in total

[GLr′(R
′) : StabGLr′ (K

′)(Λ)] ≥ C · [Matr′(R
′) : H] ≥ C · [R′ · Λ : Λ]1/r.
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Chapter 4

Zariski density of Hecke orbits

In the whole chapter, S = SrF,K denotes a Drinfeld modular variety and C a set

of representatives in GLr(Af
F ) for GLr(F )\GLr(Af

F )/K. We use the description
of the irreducible components of S over C∞ given in Proposition 1.1.3: We let Yh
be the irreducible component of S over C∞ corresponding to h ∈ C and identify
its C∞-valued points Yh(C∞) ⊂ GLr(F )\(Ωr

F×GLr(Af
F )/K) with Γh\Ωr

F where
Γh := hKh−1 ∩GLr(F ) via the isomorphism from Proposition 1.1.3.

4.1 Tg + Tg−1-orbits

For g ∈ GLr(Af
F ) and closed subvarieties Z ⊂ S we define

(Tg + Tg−1)(Z) := Tg(Z) ∪ Tg−1(Z),

and recursively

(Tg + Tg−1)0(Z) := Z

(Tg + Tg−1)n(Z) := (Tg + Tg−1)
(
(Tg + Tg−1)n−1(Z)

)
, n ≥ 1.

Definition 4.1.1. For a geometric point x ∈ S(C∞) and g ∈ GLr(Af
F ), the

union
T∞
g (x) :=

∪
n≥0

(Tg + Tg−1)n(x) ⊂ S(C∞)

is called the Tg + Tg−1-orbit of x.

Note that T∞
g (x) is the smallest subset of S(C∞) containing x which is

mapped into itself under Tg and Tg−1 .

73



We now give an explicit description of the intersection of T∞
g (x) with the

irreducible components of S over C∞ for x ∈ S(C∞) and g ∈ GLr(Af
F ).

Proposition 4.1.2. Let h1, h2 ∈ C and assume that x ∈ Yh1(C∞) with x =
[ω] ∈ Γh1 \ Ωr

F . Then the intersection of T∞
g (x) with Yh2(C∞) is given by

T∞
g (x) ∩ Yh2(C∞) = {[Tω] ∈ Γh2 \ Ωr

F : T ∈ h2⟨KgK⟩h−1
1 ∩GLr(F )},

where ⟨KgK⟩ denotes the subgroup of GLr(Af
F ) generated by the double coset

KgK.

Proof. By assumption, we have x = [(ω, h1)] ∈ GLr(F ) \
(
Ωr
F × GLr(Af

F )/K
)
.

Hence, by Definition 2.1.5

Tg(x) = {[(ω, h1kg−1)] : k ∈ K}

and similarly
Tg−1(x) = {[(ω, h1kg)] : k ∈ K}.

Therefore, by the recursive definition of (Tg + Tg−1)n(x), the elements of T∞
g (x)

are exactly those of the form [(ω, h1k1g1k2g2 · · · kngn)] with n ≥ 0, ki ∈ K and
gi ∈ {g, g−1}, i.e., we have

T∞
g (x) = {[(ω, h1s)] : s ∈ ⟨KgK⟩}.

Hence, an element y ∈ T∞
g (x) ∩ Yh2(C∞) can be written as y = [(ω, h1s)] with

s ∈ ⟨KgK⟩. Since y lies in Yh2 , there exist T ∈ GLr(F ) and k ∈ K with

Th1sk = h2 ⇐⇒ T = h2k
−1s−1h−1

1 .

Therefore, y = [(ω, h1s)] = [(Tω, Th1sk)] = [(Tω, h2)] is equal to [Tω] ∈
Γh2 \ Ωr

F , where T ∈ h2⟨KgK⟩h−1
1 ∩GLr(F ).

Conversely, an element [Tω] ∈ Γh2 \ Ωr
F with T = h2sh

−1
1 ∈ h2⟨KgK⟩h−1

1 ∩
GLr(F ) is equal to

[(Tω, h2)] = [(ω, T−1h2)] = [(ω, h1s
−1h−1

2 h2)] = [(ω, h1s
−1)]

with s−1 ∈ ⟨KgK⟩, hence lies in T∞
g (x) ∩ Yh2(C∞).
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4.2 Zariski density

We give a sufficient condition for a subset M ⊂ S(C∞) to be Zariski dense in
one irreducible component Yh of S over C∞. Recall that, for a place p ̸= ∞
of F , we denote the adeles outside ∞ and p by Af, p

F .

Proposition 4.2.1. Let M be a subset of S(C∞) contained in an irreducible
component Yh of S over C∞ for h ∈ C and suppose that M contains an element
x = [ω] ∈ Yh(C∞) = Γh \ Ωr

F such that there exists a place p ̸= ∞ of F and an
open subgroup K′ ⊂ GLr(Af, p

F ) with

M ′ := {[Tω] ∈ Γh \ Ωr
F : T ∈ (SLr(Fp)×K′) ∩GLr(F )} ⊂M.

Then M is Zariski dense in Yh.

Proof. We denote the Zariski closure of M ′ by Y . It is enough to show that
Y (C∞) = Yh(C∞). As the nonsingular locus Y ns of Y over C∞ is Zariski open
in Y (Theorem I.5.3 in [22]), the intersection Y ns(C∞) ∩M ′ is non-empty, say
[ω′] ∈ Y ns(C∞) ∩M ′. Since (SLr(Fp)×K′) ∩GLr(F ) is a subgroup of GLr(F ),
after replacing [ω] by [ω′], we still have

M ′ = {[Tω] ∈ Yh(C∞) : T ∈ (SLr(Fp)×K′) ∩GLr(F )}.

Hence, we can assume that x = [ω] lies in Y ns(C∞) and it is enough to show
that the tangent space TxY of Y at x is of dimension r − 1 = dimS.

Since K′ is open in GLr(Af, p
F ), there is an N ∈ A with N ̸∈ p such that

K ′(N) ⊂ K′, whereK ′(N) denotes the principal congruence subgroup modulo N
of GLr(Af, p

F ). Now let l ≥ 1 such that pl = (π) is a principal ideal of A and
consider for 1 ≤ i ≤ r − 1 and k ≥ 1 the matrices

Aik :=


1

. . .

1
. . .

N
πk 1

 ∈ SLr(F ),

with the entry N
πk in the ith column. As elements of GLr(Af

F ) (diagonally em-
bedded) they lie in SLr(Fp)×K ′(N) ⊂ SLr(Fp)×K′. Hence, for all 1 ≤ i ≤ r−1
and k ≥ 1, [Aikω] lies in M

′ ⊂ Y (C∞).

We now view Ωr
F as a subset of Ar−1(C∞) by identifying [ω1 : · · · : ωr−1 : 1]

with (ω1, . . . , ωr−1) (note that the r-th projective coordinate ωr of an arbitrary
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element of Ωr
F can be assumed to be 1 because the F∞-rational hyperplane

ωr = 0 does not belong to Ωr
F ). Assume that we have ω = (ω1, . . . , ωr−1) in this

identification. Then, using (1.1.2), we see that

Aikω = (ω1, . . . , ωi −
N

πk
, . . . , ωr−1)

for all 1 ≤ i ≤ r − 1 and k ≥ 1. Note that ωi − N
πk converges to ωi in C∞

for k → ∞ and that {[Aikω]}k≥1 ⊂ Y (C∞) for all 1 ≤ i ≤ r − 1. Since
Y (C∞) ⊂ Yh(C∞) = Γh \ Ωr

F is closed in the rigid analytic topology, it follows
that there is an ε > 0 such that for all 1 ≤ i ≤ r − 1 and c ∈ C∞ with |c|∞ < ε

[(ω1, . . . , ωi + c, . . . , ωr−1)] ∈ Y (C∞).

This implies dimTxY = r − 1 and Y (C∞) = Yh(C∞).

Now let p ̸= ∞ be a place of F and g ∈ GLr(Af
F ) trivial outside p, i.e.,

g := (1, . . . , gp, . . . , 1) for some gp ∈ GLr(Fp). Using Proposition 4.2.1, we prove
a sufficient condition for the Tg + Tg−1-orbit T∞

g (x) to be Zariski dense in the
irreducible component of S over C∞ containing x. This result is a generalization
of Theorem 4.11 in [5].

Theorem 4.2.2. Assume that the image of the cyclic subgroup ⟨gp⟩ ⊂ GLr(Fp)
in PGLr(Fp) is unbounded and, for x ∈ S(C∞), let Yx be the irreducible compo-
nent of S over C∞ containing x. Then, for all x ∈ S(C∞), the intersection of
the Tg + Tg−1-orbit T∞

g (x) with Yx(C∞) is Zariski dense in Yx.

Proof. We assume that Yx = Yh for some h ∈ C. Then, by Proposition 4.1.2,
we have

T∞
g (x) ∩ Yx(C∞) = {[Tω] ∈ Γh \ Ωr

F : T ∈ h⟨KgK⟩h−1 ∩GLr(F )}.

Since K is an open subgroup of GLr(Af
F ), there is an N ∈ A such that the

principal congruence subgroup K(N) ⊂ GLr(Af
F ) modulo N is contained in

hKh−1. If the principal ideal (N) ⊂ A is equal to
∏

q q
νq , then we can write

K(N) =
∏

qKq(N) with

Kq(N) =

{
{tq ∈ GLr(Aq) : tq ≡ 1 (mod qvq)} , vq > 0
GLr(Aq) , vq = 0

.

Hence, we have

⟨Kp(N)hpgph
−1
p Kp(N)⟩ ×

∏
q ̸=p

Kq(N) = ⟨K(N)hgh−1K(N)⟩ ⊂ h⟨KgK⟩h−1.
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We set Up := ⟨Kp(N)hpgph
−1
p Kp(N)⟩ and K′ :=

∏
q̸=pKq(N). Since the image

of ⟨gp⟩ ⊂ GLr(Fp) in PGLr(Fp) is unbounded, the same applies to the subgroup
Up ⊂ GLr(Fp).

We now consider the subgroup Up ∩ SLr(Fp) of SLr(Fp). It is open in
SLr(Fp) because Up ⊂ GLr(Fp) is open, and is normalized by the image of Up

in PGLr(Fp), which is unbounded. Since PGLr is an absolutely simple linear
algebraic group over the local field Fp and SLr ↪→ GLr → PGLr is its univer-
sal covering, we conclude by Theorem 2.2 of [32] that Up ∩ SLr(Fp) is equal to
SLr(Fp).

Hence, SLr(Fp) is contained in Up and we have

{[Tω] ∈ Γh \ Ωr
F : T ∈ (SLr(Fp)×K′) ∩GLr(F )} ⊂ T∞

g (x) ∩ Yx(C∞).

Therefore, we can apply Proposition 4.2.1 to the subset T∞
g (x) ∩ Yx(C∞) of

S(C∞) and conclude that T∞
g (x) ∩ Yx(C∞) is Zariski dense in Yx.

77





Chapter 5

Geometric criterion for being a
Drinfeld modular subvariety

Proposition 5.1.1. Let S = SrF,K be a Drinfeld modular variety and Z ⊂
S an irreducible subvariety over C∞ such that Z = TgZ = Tg−1Z for some
g = (1, . . . , gp, . . . , 1) with gp ∈ GLr(Fp). If the cyclic subgroup of PGLr(Fp)
generated by the image of gp is unbounded, then Z is an irreducible component
of S over C∞.

Proof. Let x ∈ Z(C∞) be a geometric point of Z. By assumption we have
Tg(x) ⊂ TgZ = Z and Tg−1(x) ⊂ Tg−1Z = Z, hence

(Tg + Tg−1)(x) ⊂ Z.

Iterating we get for all n ≥ 1

(Tg + Tg−1)n(x) ⊂ Z,

so the (Tg + Tg−1)-orbit T∞
g (x) of x is contained in Z. Since Z is irreducible

over C∞, the orbit T∞
g (x) is contained in one irreducible component Y of S

over C∞. So T∞
g (x) is Zariski dense in Y by Theorem 4.2.2. Since Z is Zariski

closed in S, it follows that Z = Y is an irreducible component of S over C∞.

Definition 5.1.2. A subvariety X defined over F of a Drinfeld modular subva-
riety SrF,K is called Hodge-generic if each of its irreducible components over C∞
is not contained in a proper Drinfeld modular subvariety of SrF,K.

Theorem 5.1.3. Let S = SrF,K be a Drinfeld modular variety with K = Kp×K(p)

amply small where Kp ⊂ GLr(Fp) and K(p) ⊂ GLr(Af, p
F ). Suppose that Z ⊂ S

is an F -irreducible Hodge-generic subvariety with dimZ ≥ 1 such that Z ⊂ TgZ
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for some g = (1, . . . , gp, . . . , 1) with gp ∈ GLr(Fp). If, for all k1, k2 ∈ Kp, the
cyclic subgroup of PGLr(Fp) generated by the image of k1 · gp · k2 is unbounded,
then Z = S.

Proof. In this proof, for simplicity of notation, we identify GLr(Fp) as a subgroup

of GLr(Af
F ) via the inclusion

hp ∈ GLr(Fp) 7−→ (1, . . . , hp, . . . , 1) ∈ GLr(Af
F ).

Let Z = Z1 ∪ · · · ∪ Zs be a decomposition of Z into irreducible components
over C∞. Since Z is defined over F , the irreducible component Z1 is defined over
some finite, separable extension E of F . By the F -irreducibility of S and Z, it
is enough to show that Z1 is an irreducible component of S over C∞. We divide
the proof into two steps:

(i) We show that there is an open subgroup K′ ⊂ K with associated canon-
ical projection π : SrF,K′ → SrF,K and an E-irreducible component Z ′

1 of
π−1(Z1) which is also irreducible over C∞ such that ThpZ

′
1 is E-irreducible

for all hp ∈ GLr(Fp).

(ii) Using Proposition 5.1.1, we prove that Z ′
1 is an irreducible component of

SrF,K′ over C∞.

Steps (i) and (ii) imply that Z1 = π(Z ′
1) is an irreducible component of

S = SrF,K over C∞.

Step (i): Note that, by Proposition 2.1.3, the canonical projections

πUp : S
r
F, Up×K(p) −→ S

where Up runs over all open normal subgroups of Kp form a projective system of
finite étale Galois covers defined over F with Galois groups Kp/Up. Hence, by
Proposition 2.1.3

πp : S
(p) := lim

←−
Up

SrF,Up×K(p) −→ S

is a pro-étale Galois cover with group lim←−
Up
Kp/Up. Since Kp is a profinite group,

this group is isomorphic to Kp. Therefore there are bijections

lim
←−
Up

GLr(Fp)/Up
∼−→ GLr(Fp), lim←−

Up

GLr(Af
F )/(Up ×K(p))

∼−→ GLr(Af
F )/K

(p)

of sets. Hence we have the following isomorphisms of rigid-analytic spaces:

S(p)(C∞) ∼= lim
←−
Up

GLr(F ) \ (Ωr
F ×GLr(Af

F )/(Up ×K(p)))

∼= GLr(F ) \ (Ωr
F ×GLr(Af

F )/K
(p)).
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By Proposition 2.1.3 and the above isomorphisms, the automorphism of the
Kp-cover πp corresponding to a kp ∈ Kp is given by

lim
←−
Up

πkp : [(ω, h)] 7→ [(ω, hk−1
p )]

on C∞-valued points of S(p).

We now denote by Y the nonsingular locus of the variety Z1 over C∞. By
Theorem I.5.3. in [22], Y is a non-empty open subset of Z1 and Y is also defined
over E.

Let y ∈ Y (C∞) ⊂ S(C∞) be a geometric point of Y . We denote by
πarithm
1 (Y, y) the arithmetic fundamental group of the variety Y over E, i.e.,
πarithm
1 (Y, y) := π1(Y0, y) if Y = (Y0)C∞ for a scheme Y0 over E. Furthermore we

fix a geometric point x = [(ω, h)] ∈ S(p)(C∞) with πp(x) = y and consider the
monodromy representation

ρ : πarithm
1 (Y, y) −→ Kp

associated to x ∈ S(p)(C∞) and the Kp-cover πp.

By Theorem 4 in [6] the image of ρ is open in GLr(Fp) under the assumptions

• K is amply small,

• Y is a smooth irreducible locally closed subvariety of S with dimY ≥ 1,

• The Zariski closure of Y in S is Hodge-generic.

These assumptions are satisfied in our case, hence K′
p := ρ(πarithm

1 (Y, y)) is open
in Kp.

Now we set K′ := K′
p ×K(p) and consider the canonical projection

π : SrF,K′ → SrF,K.

The orbit of the point x′ := [(ω, h)] ∈ SrF,K′(C∞) lying between our base points

x ∈ S(p)(C∞) and y ∈ SrF,K(C∞) under the action of πarithm
1 (Y, y) on the fiber

π−1(y) equals

{[(ω, hk′p
−1
)] ∈ SrF,K′(C∞) : k′p ∈ ρ(πarithm

1 (Y, y)) = K′
p}

and is therefore of cardinality 1. Hence, the E-irreducible component Y ′ of
π−1(Y ) containing x′ is mapped isomorphically onto Y by π. Since Y is irre-
ducible over C∞, it follows that Y ′ is also irreducible over C∞.

81



Note furthermore, for any open subgroup K̃′
p ⊂ K′

p and K̃′ := K̃′
p×K(p) with

canonical projection π′ : Sr
F,K̃′ → SrF,K′ that

π′−1
(x′) = {[(ω, hk′p)] ∈ SrF,K̃′(C∞) : k′p ∈ K′

p}

is exactly one orbit under the action of πarithm
1 (Y, y) on π′−1(π−1(y)). Therefore,

π′−1(Y ′) is E-irreducible. Since this holds for every open subgroup K̃′
p ⊂ K′

p,
this implies that ThpY

′ is E-irreducible for all hp ∈ GLr(Fp).

We now define Z ′
1 to be the Zariski closure of Y ′ in SrF,K′ . Since Y ′ is irre-

ducible over C∞, its Zariski closure Z ′
1 is also irreducible over C∞ and moreover,

by dimension reasons, an irreducible component of π−1(Z1) over C∞. Since Y ′ is
also E-irreducible, we similarly conclude that Z ′

1 is an E-irreducible component
of π−1(Z1).

Note that, for all hp ∈ GLr(Fp), the projections π1 and πhp in the definition
of the Hecke correspondence Thp on SrF,K′ are open and closed because they are
finite and étale. By the E-irreducibility of ThpY

′ this implies that

ThpZ
′
1 = πhp(π

−1
1 (Y ′)) = πhp(π

−1
1 (Y ′)) = ThpY

′

is E-irreducible and concludes step (i).

Step (ii): By the assumption Z ⊂ TgZ, the irreducible component Z1 of Z
is contained in TgZi for some i. Since Z is F -irreducible, there is an element
σ ∈ Gal(F sep/F ) with Zi = σ(Z1). This gives for Z

′
1 ⊂ SrF,K′

Z ′
1 ⊂ π−1(Z1) ⊂ π−1(Tgσ(Z1)) = σ(π−1(TgZ1)), (5.1.1)

where the last equality holds because all our projection morphisms are defined
over F .

Lemma 5.1.4. Let {k1, . . . , kl} be a set of representatives for the left cosets in
Kp/K′

p. Then we have

π−1(TgZ1) =
l∪

i,j=1

Tk−1
i gpkj

Z ′
1.

Proof of Lemma 5.1.4. We show both inclusions on C∞-valued points.

First consider a C∞-valued point x of π−1(TgZ1). Because of Z1 = π(Z ′
1)

there is a p′ = [(ω, h)] ∈ Z ′
1(C∞) with x ∈ π−1(Tgπ(p

′)). Therefore there are
l1, l2 ∈ K such that

x = [(ω, hl1g
−1
p l2)] ∈ SrF,K′(C∞).
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Since {k1, · · · , kl} is a set of representatives for the left cosets in Kp/K′
p
∼= K/K′,

there are i and j and k′1, k
′
2 ∈ K′ with l−1

1 = kik
′
1 and l2 = kjk

′
2. Hence we have

x = [(ω, hk′1
−1
(k−1
j gpki)

−1k′2)] ∈ Tk−1
j gpki

p′ ⊂ Tk−1
j gpki

Z ′
1(C∞).

For the other inclusion, let x be a C∞-valued point of Tk−1
i gpkj

Z ′
1 for some i

and j. Then there is a p′ = [(ω, h)] ∈ Z ′
1(C∞) and a k′ ∈ K′ with

x = [(ω, hk′(k−1
i gpkj)

−1)].

It follows that

π(x) = [(ω, hk′k−1
j g−1

p )] ∈ Tg(π(p′)) ⊂ TgZ1(C∞),

hence indeed x ∈ π−1(TgZ1)(C∞).

Since Z ′
1 is E-irreducible, Lemma 5.1.4 and (5.1.1) imply the existence of

k1, k2 ∈ Kp with
Z ′

1 ⊂ σ(Tk−1
1 gpk2

Z ′
1).

By (i), the subvariety ThpZ
′
1 ⊂ SrF,K′ with hp := k−1

1 gpk2 is also E-irreducible,
therefore we even have

Z ′
1 = σ(ThpZ

′
1).

Iterating this gives the inclusion

Z ′
1 = σ(Thpσ(ThpZ

′
1)) = σ2(Thp(ThpZ

′
1)) ⊃ σ2(Th2pZ

′
1),

which also must be an equality because both sides are of the same dimension
and Z ′

1 is E-irreducible. Repeating the same argument gives

Z ′
1 = σi(ThipZ

′
1)

for all i ≥ 1. There is an n ≥ 1 with σn ∈ Gal(F sep/E). Since ThnpZ
′
1 is defined

over E, we conclude the relations

Z ′
1 = σn(ThnpZ

′
1) = ThnpZ

′
1

and
Th−n

p
Z ′

1 = Th−n
p
(ThnpZ

′
1) ⊃ Z ′

1.

Again, the latter relation must be an equality because Th−n
p
Z ′

1 is E-irreducible

and of the same dimension as Z ′
1. Hence we have

Z ′
1 = ThnpZ

′
1 = Th−n

p
Z ′

1.

Note that the cyclic subgroup of PGLr(Fp) generated by the image of hnp =

(k−1
1 gpk2)

n is unbounded by our assumption. So we can apply Proposition 5.1.1
and conclude that Z ′

1 is an irreducible component of SrF,K′ over C∞.
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Chapter 6

Existence of good primes and
suitable Hecke operators

6.1 Good primes

In this section, X = ιF
′

F, b(S
r′

F ′,K′) denotes a Drinfeld modular subvariety of a
Drinfeld modular variety SrF,K associated to the datum (F ′, b).

Definition 6.1.1. For a prime p of F , a free Ap-submodule Λp ⊂ F r
p of rank r

is called an Ap-lattice.

Definition 6.1.2. A prime p is called good for X ⊂ SrF,K if there exists an
Ap-lattice Λp ⊂ F r

p such that

(i) K = Kp ×K(p) with Kp the kernel of the natural map

StabGLr(Fp)(Λp)→ Autk(p)(Λp/πp · Λp)

for a uniformizer πp and K(p) ⊂ GLr(Af, p
F ),

(ii) there is a prime p′ of F ′ above p with local degree [F ′
p′/Fp] = 1,

(iii) bp(Λp) is an A
′
p-submodule of F ′

p
r′.

Remarks:

• The definition is independent of the datum (F ′, b) describing X because
F ′ is uniquely determined by X and b′p = sp ◦ bp ◦ kp with sp ∈ GLr′(F

′
p)

and kp ∈ Kp ⊂ StabGLr(Fp)(Λp) for a second datum (F ′, b′) describing X
by Corollary 2.2.12.

85



• The existence of a good prime p for X implies that the reflex field F ′

of X is separable over F because there exists a prime p′ of F ′ which is
unramified over F .

• If Λp = spA
r
p for an sp ∈ GLr(Fp), then condition (i) is equivalent to

K = spK(p)s−1
p ×K(p),

where K(p) ⊂ GLr(Ap) is the principal congruence subgroup modulo p.

Proposition 6.1.3. Let p be a good prime for X. Suppose that X is contained
in a Drinfeld modular subvariety X ′ = ιF

′′

F, b′(S
r′′

F ′′,K′′) ⊂ SrF,K.

Then X ′′ := (ιF
′′

F, b′)
−1(X) is a Drinfeld modular subvariety of Sr

′′

F ′′,K′′ and
there is a prime p′′ of F ′′ above p with k(p) = k(p′′) such that p′′ is good for
X ′′ ⊂ Sr

′′

F ′′,K′′.

Proof. By Corollary 2.2.11, X ′′ = (ιF
′′

F, b′)
−1(X) is a Drinfeld modular subvariety

of Sr
′′

F ′′,K′′ . In the proof of Corollary 2.2.11 we saw that F ⊂ F ′′ ⊂ F ′ and there

are an Af
F -linear isomorphism c : (Af

F ′′)
r′′

∼=→ (Af
F ′)

r′ and a k ∈ K such that

b = c ◦ b′ ◦ k (6.1.1)

and X ′′ = ιF
′

F ′′, c(S
r′

F ′,K′). The situation is summarized in the following commuta-
tive diagram where all arrows are bijections on C∞-valued points:

X ⊂ X ′ ⊂ SrF,K

Sr
′

F ′,K′

ιF
′

F, b

==zzzzzzzzz

ιF
′

F ′′, c !!CC
CC

CC
CC

C

X ′′

ιF
′′

F, b′

∣∣∣
X′′

OO

⊂ Sr
′′

F ′′,K′′

ιF
′′

F, b′

OO

Since p is a good prime for X = ιF
′

F, b(S
r′

F,K′) ⊂ SrF,K, there is an Ap-lattice
Λp ⊂ Arp for which the conditions (i)-(iii) of Definition 6.1.2 are satisfied. We

now show the existence of a good prime p′′ for X ′′ = ιF
′

F ′′, c(S
r′

F ′,K′) ⊂ Sr
′′

F ′′,K′′ .

By (ii), there is a prime p′ of F ′ lying over p with local degree [F ′
p′/Fp] = 1.

We define p′′ to be the prime of F ′′ lying between p and p′. By construction,
k(p) = k(p′′) and p′ is also of local degree 1 over F ′′, i.e., [F ′

p′/F
′′
p′′ ] = 1.

By (iii), bp(Λp) is an A
′
p-submodule of F ′

p
r′ . So we can write

bp(Λp) = Λ′
p′′ × Λ′(p′′)
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with Λ′
p′′ ⊂ F ′

p′′
r′ an A′

p′′-submodule (recall that A′
p′′ = A′ ⊗A′′ A′′

p′′ by our con-

ventions). Since c is Af
F ′′-linear and A

′′ ⊂ A′, it follows that we can also write

c−1
p (bp(Λp)) = c−1

p (Λ′
p′′ × Λ′(p′′)) = Λ′′

p′′ × Λ′′(p′′)

with Λ′′
p′′ anA

′′
p′′-submodule of F ′′

p
r′′ for which cp′′(Λ

′′
p′′) = Λ′

p′′ is anA
′
p′′-submodule

of F ′
p′′
r′ . By (6.1.1) and since kp stabilizes Λp by (i), we furthermore have

b′p(Λp) = b′p(kpΛp) = c−1
p (bp(Λp)) = Λ′′

p′′ × Λ′′(p′′).

So we have shown that the conditions (ii) and (iii) of Definition 6.1.2 are

satisfied for the lattice Λ′′
p′′ ⊂ A′′

p′′
r′′ and the datum (F ′, c) describing X ′′ ⊂

Sr
′′

F ′′,K′′ . To show also (i), we note that K′′ = K′′
p ×K′′(p) with

K′′
p = (b′pKpb

′
p
−1
) ∩GLr′′(F

′′
p ).

Since Kp is the kernel of the natural map

StabGLr(Fp)(Λp)→ Autk(p)(Λp/πp · Λp)

for a uniformizer πp ∈ Ap, it follows that K′′
p is the kernel of the natural map

StabGLr′′ (F
′′
p )(Λp)→ Autk(p)(b

′
p(Λp)/πp · b′p(Λp)).

Since πp is also a uniformizer at p′′ and because of b′p(Λp) = Λ′′
p′′ ×Λ′′

p
(p′′), we see

that (i) is satisfied for the lattice Λ′′
p′′ .

6.2 Suitable Hecke correspondences

Proposition 6.2.1. Let X = ιF
′

F, b(S
r′

F ′,K′) ⊂ SrF,K be a Drinfeld modular subva-

riety and g′ ∈ GLr′(Af
F ′). Then, we have

X ⊂ TgX

for g := b−1 ◦ g′ ◦ b ∈ GLr(Af
F ).

Proof. Let p = ιF
′

F, b([(ω
′, h′)]) ∈ X(C∞) for some ω′ ∈ Ωr′

F ′ and h
′ ∈ GLr′(Af

F ′).
Then we have

p = [(ω′ ◦ φ, φ−1 ◦ h′ ◦ b)] = [(ω′ ◦ φ, (φ−1 ◦ h′g′ ◦ b ◦ g−1)]

for an F -linear isomorphism φ : F r
∼=→ F ′r′ , therefore p lies in Tg

(
ιF
′

F, b([(ω
′, h′g′)])

)
and therefore in TgX(C∞). Since p ∈ X(C∞) was arbitrary, we conclude
X ⊂ TgX.
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Theorem 6.2.2. Let p be a good prime for a Drinfeld modular subvariety X =
ιF
′

F, b(S
r′

F ′,K′) ⊂ SrF,K and let p′ be a prime of F ′ above p with local degree 1 over
F . Then there is a

g′ = (1, . . . , 1, g′p′ , 1, . . . , 1) ∈ GLr′(Af
F ′)

with g′p′ ∈ GLr′(F
′
p′) such that the following holds for g := b−1 ◦g′ ◦b ∈ GLr(Af

F ):

(i) X ⊂ TgX,

(ii) deg Tg = [K : K ∩ g−1Kg] = |k(p)|r−1,

(iii) For all k1, k2 ∈ Kp, the cyclic subgroup of PGLr(Fp) generated by the
image of k1 · gp · k2 is unbounded.

Proof. Suppose that the conditions (i)-(iii) of Definition 6.1.2 are satisfied for
the Ap-lattice Λp ⊂ F r

p .

By (iii), we can write

bp(Λp) = Λ′
p′ × Λ′

p
(p′)

with Λ′
p′ ⊂ F ′

p′
r′ a free A′

p′-submodule of rank r′ and Λ′
p
(p′) ⊂ (F ′

p
(p′))r

′
. Let

g′p′ : F
′
p′
r′ → F ′

p′
r′ be given by

diag(πp′ , 1, . . . , 1)

for a uniformizer πp′ ∈ A′
p′ with respect to an A′

p′-basis of Λ
′
p′ .

We now check the conditions (i)-(iii) for g′p′ . Statement (i) follows by Propo-
sition 6.2.1.

For (ii) and (iii), note that each A′
p′-basis of Λ′

p′ is also an Ap-basis of Λ′
p′

and can be extended to an Ap-basis of bp(Λp) because the local degree [F
′
p′/Fp] is

equal to 1. In particular, g′p = bp ◦ gp ◦ b−1
p : F ′

p
r′ → F ′

p
r′ is given by the diagonal

matrix
Dp := diag(πp, 1, . . . , 1)

with respect to some Ap-basis B
′ of bp(Λp) for a uniformizer πp ∈ Ap. It follows

that gp : F
r
p → F r

p is also given by Dp with respect to the Ap-basis b
−1
p (B′) of Λp.

Hence, there is a sp ∈ GLr(Fp) such that

gp = spDps
−1
p ,

Λp = spA
r
p.

By the remark after Definition 6.1.2, we therefore have

Kp = spK(p)s−1
p
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with K(p) the principal congruence subgroup of GLr(Ap) modulo p.

Hence, we can and do assume Kp = K(p) and gp = Dp because (ii) and (iii)
are invariant under conjugation.

For the proof of (ii) consider the map

α :
K(p) −→ (Ap/(πp))

r−1

h 7−→ ([π−1
p · h21], . . . , [π−1

p · hr1])
.

For h, h′ ∈ K(p), we have for 2 ≤ i ≤ r

π−1
p · (hh′)i1 = (π−1

p hi1)h
′
11 + hii(π

−1
p h′i1) +

∑
j ̸=i,1

(π−1
p hij)h

′
j1

≡ π−1
p hi1 + π−1

p h′i1 + 0 (mod p),

therefore α is a homomorphism of groups. It is furthermore surjective and its
kernel is exactly equal to K(p) ∩DpK(p)D−1

p . Hence, we have

[K : K ∩ g−1Kg] = [Kp : Kp ∩ g−1
p Kpgp] = |k(p)|r−1

and
deg Tg = [K : K ∩ g−1Kg]

as explained at the end of Section 2.1.

For (iii), let k1, k2 ∈ Kp = K(p) be arbitrary. We prove that the eigenvalues
of (k1gpk2)

−1 = k−1
2 D−1

p k−1
1 do not all have the same p-valuation by showing

that the Newton polygon of the characteristic polynomial

χ(λ) = λr + ar−1λ
r−1 + · · ·+ a1λ+ a0

of k−1
2 D−1

p k−1
1 consists at least of two line segments. This implies that the cyclic

subgroup of PGLr(Fp) generated by the image of k1gpk2 is unbounded.

Since k1, k2 are elements of GLr(Ap), we have det(k1), det(k2) ∈ A∗
p and hence

vp(a0) = vp(det(k
−1
2 D−1

p k−1
1 )) = 0− vp(det(Dp)) + 0 = −1.

The coefficient ar−1 can be expressed as

ar−1 = −tr(k−1
2 D−1

p k−1
1 ) = −

∑
i

(k−1
2 )i1π

−1
p (k−1

1 )1i −
∑
i

∑
j ̸=1

(k−1
2 )ij(k

−1
1 )ji.

Because of k1, k2 ∈ K(p) we have vp((k−1
1 )ij), vp((k

−1
2 )ij ≥ 0 with equality exactly

for i = j. Therefore, in the above expression for ar−1, the summand for i = 1 in
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the first sum has p-valuation −1 and all the other summands have p-valuation
at least 0. We conclude

vp(ar−1) = −1.

Hence, the point (r − 1, vp(ar−1)) lies below the line through (0, vp(a0)) and
(r, 0). This implies that the Newton polygon of χ consists at least of two line
segments.

6.3 Existence of good primes

Proposition 6.3.1. Let X = ιF
′

F, b(S
r′

F ′,K′) ⊂ SrF,K be a Drinfeld modular subva-
riety and p a prime of F such that the following holds:

(i) there is a prime p′ of F ′ above p with local degree [F ′
p′/Fp] = 1,

(ii) K = Kp × K(p) with Kp ⊂ GLr(Fp) a maximal compact subgroup and

K(p) ⊂ GLr(Af, p
F ),

(iii) K′
p := (bpKpb

−1
p ) ∩GLr′(F

′
p) is a maximal compact subgroup of GLr′(F

′
p).

Then there is a subgroup K̃ ⊂ K and a Drinfeld modular subvariety X̃ ⊂ Sr
F,K̃

such that

(i) π1(X̃) = X for the canonical projection π1 : S
r
F,K̃ → SrF,K,

(ii) p is good for X̃ ⊂ Sr
F,K̃,

(iii) [K : K̃] < |k(p)|r2.

Proof. As Kp is a maximal compact subgroup of GLr(Fp), there is an sp ∈
GLr(Fp) with Kp = spGLr(Ap)s

−1
p . We define Λp to be the lattice sp · Arp, for

which we have
Kp = StabGLr(Fp)(Λp).

Now, we let K̃p be the kernel of the natural map

StabGLr(Fp)(Λp)→ Autk(p)(Λp/πp · Λp)

for a uniformizer πp ∈ Ap and define K̃ := K̃p ×K(p).

By construction, we get the upper bound (iii) for the index of K̃ in K:

[K : K̃] = [Kp : K̃p] =
∣∣Autk(p)(Λp/πp · Λp)

∣∣ = |GLr(k(p))| < |k(p)|r
2

.
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We denote by ι̃F
′

F, b the inclusion S
r′

F ′,K̃′ → Sr
F,K̃ associated to the same datum

(F ′, b) as ιF
′

F, b. By definition of the inclusion morphisms, the diagram

Sr
′

F ′,K̃′

π′1
��

ι̃F
′

F, b // Sr
F,K̃

π1

��
Sr
′

F,K′
ιF
′

F, b // SrF,K

with π′
1 and π1 projection morphisms as defined in Section 2.1 commutes. There-

fore, the Drinfeld modular subvariety X̃ := ι̃F
′

F, b(S
r′

F ′,K̃′) ⊂ Sr
F,K̃ satisfies

π1(X̃) = π1(ι̃
F ′

F, b(S
r′

F ′,K̃′)) = ιF
′

F, b(π
′
1(S

r′

F ′,K̃′)) = ιF
′

F, b(S
r′

F ′,K′) = X.

It remains to show that p is good for X̃ ⊂ Sr
F,K̃. By assumption, there is a

prime p′|p of F ′ with local degree [F ′
p′/Fp] = 1 and by construction K̃ satisfies

condition (i) of Definition 6.1.2. So we only have to check that Λ′
p := bp(Λp) is an

A′
p-submodule of F ′

p
r′ . Since Kp is the stabilizer of Λp in GLr(Fp), the stabilizer

of Λ′
p in GLr′(F

′
p) is exactly

K′
p := (bpKpb

−1
p ) ∩GLr′(F

′
p),

which is a maximal compact subgroup of GLr′(F
′
p) by assumption. Therefore we

have
StabF ′p∗(Λ

′
p) = K′

p ∩ F ′
p
∗
= A′

p
∗

because A′
p
∗ is the unique maximal compact subgroup of F ′

p
∗. In particular A′

p
∗

is contained in the subring

R := {λ ∈ F ′
p : λ · Λ′

p ⊂ Λ′
p}

of F ′
p. By the lemma below, it follows that this subring contains A′

p. Therefore

Λ′
p is an A

′
p-submodule of F ′

p
r′ .

Lemma 6.3.2. A′
p
∗ generates A′

p as a ring.

Proof. The ring

A′
p =

∏
q′|p

A′
q′

is generated by A′
p
∗ and all the elements

λq′ := (0, . . . , 0, πq′ , 0, . . . , 0)
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with q′|p, where πq′ denotes a uniformizer at q′. So we only have to show that
all λq′ lie in the subring of A′

p generated by A′
p
∗. This is true because of

λq′ = (1, . . . , 1)︸ ︷︷ ︸
∈A′p∗

+(−1, . . . ,−1, πq′ − 1,−1, . . . ,−1)︸ ︷︷ ︸
∈A′p∗

.

Theorem 6.3.3. Let S = SrF,K be a Drinfeld modular variety and N > 0. For
every prime p of F , denote by Kp the projection of K to GLr(Fp). Then, for
almost all Drinfeld modular subvarieties X = ιF

′

F, b(S
r′

F ′,K′) with separable reflex
field over F , there is a prime p with the following properties:

(i) there is a prime p′ of F ′ above p with local degree [F ′
p′/Fp] = 1,

(ii) Kp ⊂ GLr(Fp) is a maximal compact subgroup and K = Kp × K(p) with

K(p) ⊂ GLr(Af, p
F ),

(iii) K′
p := (bpKpb

−1
p ) ∩GLr′(F

′
p) is a maximal compact subgroup of GLr′(F

′
p),

(iv) |k(p)|N < D(X) where D(X) denotes the predegree of X from Defini-
tion 2.2.14.

Before giving the proof of this theorem, we show two lemmas.

Lemma 6.3.4. There are absolute constants C1, C2 > 0 such that for all global
function fields F ′ with field of constants containing Fq

g(F ′) ≤ C1 + C2 · logq(|Cl(F ′)|)

where g(F ′) denotes the genus of F ′ and |Cl(F ′)| the class number of F ′.

Proof. Let F ′ be a global function field with field of constants Fq′ ⊃ Fq. Then,
with Proposition 3.3.4 we get the estimate

|Cl(F ′)| ≥ (q′ − 1)(q′2g(F
′) − 2g(F ′)q′g(F

′) + 1)

2g(F ′)(q′g(F ′)+1 − 1)
≥ (q′ − 1) ·

(
q′g(F

′)−1

2g(F ′)
− 1

q′

)
≥ (q − 1) ·

(
qg(F

′)−1

2g(F ′)
− 1

q

)
,

which implies
qg(F

′)−1

g(F ′)
≤ 2|Cl(F ′)|

q − 1
+

2

q
≤ 4|Cl(F ′)|.

There is a constant C > 0 such that for all F ′ with g(F ′) ≥ C

qg(F
′)/2 ≤ qg(F

′)−1

g(F ′)
≤ 4|Cl(F ′)|
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and hence
g(F ′) ≤ 2 · logq(4|Cl(F ′)|) ≤ 4 + 2 logq(|Cl(F ′)|).

So the bound
g(F ′) ≤ C1 + C2 · logq(|Cl(F ′)|)

holds with C1 := max{4, C} and C2 := 2.

Lemma 6.3.5. There are constants C3, C4 > 0 only depending on r such that
for all finite separable extensions F ′/F of global function fields with [F ′/F ] ≤ r

g(E ′) ≤ C3 + C4 · g(F ′)

where E ′ denotes the normal closure of the extension F ′/F .

Proof. Let F ′/F be a finite separable extension of global function fields of de-
gree r′ ≤ r. Its normal closure E ′ is the compositum of all Galois conjugates
F ′
1, . . . , F

′
r′ of F

′ over F . We use Castelnuovo’s inequality (Theorem III.10.3
in [35]) to bound its genus:

If a global function field K is the compositum of two subfields K1 and K2 with
ni := [K/Ki] <∞ for i = 1, 2, then

g(K) ≤ n1 · g(K1) + n2 · g(K2) + (n1 − 1)(n2 − 1).

For K1 = F ′
1 and K2 = F ′

2 this gives

g(F ′
1F

′
2) ≤ r′ · g(F ′) + r′ · g(F ′) + (r′ − 1)2 ≤ 2r′ · g(F ′) + r′2

because all Galois conjugates of F ′ over F have the same genus and [F ′
1F

′
2/F

′
1] ≤

[F ′
2/F ] = r′ and [F ′

1F
′
2/F

′
2] ≤ [F ′

1/F ] = r′. With induction over k we get

g(F ′
1 · · ·F ′

k) ≤ kr′k−1 · g(F ′) + (k − 1)r′k

and with k = r′

g(E ′) ≤ r′r
′ · g(F ′) + (r′ − 1) · r′r′ ≤ (r − 1)rr + rr · g(F ′).

Proof of Theorem 6.3.3. For a Drinfeld modular subvariety X = ιF
′

F, b(S
r′

F ′,K′)
with separable reflex field over F , we denote by n(X) the number of primes
of F for which (ii) and (iii) do not both hold and by m(X,N) the number of
primes of F with (i) and (iv). We show the following statements for Drinfeld
modular subvarieties X of S with separable reflex field:

(a) n(X) ≤ C5+C6 · logq(i(X)) for constants C5, C6 independent of X where
i(X) denotes the index of X as defined in Definition 2.2.14,
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(b) there is an M > 0 such that m(X,N) > n(X) for all X with D(X) > M .

Statement (b) implies the theorem becauseD(X) > M for almost all Drinfeld
modular subvarieties X of S by Theorem 3.3.2.

Proof of (a): For a Drinfeld modular subvariety X = ιF
′

F, b(S
r′

F ′,K′) of S we
have

K′ = (bKb−1) ∩GLr′(Af
F ′)

and the index i(X) is the index of K′ in a maximal compact subgroup of
GLr′(Af

F ′).

For a prime p for which (ii) holds we can write Kp = StabGLr(Fp)(Λp) for some
Ap-lattice Λp ⊂ F r

p and

K′
p = (bpKpb

−1
p ) ∩GLr′(F

′
p) = StabGLr′ (F

′
p)(Λ

′
p)

with Λ′
p := bp(Λp). By Proposition 3.3.6 we have the estimates

[StabGLr′ (F
′
p)(A

′
p · Λ′

p) : K′
p] ≥ C · [A′

p · Λ′
p : Λ

′
p]
1/r

for some constant C > 0 only depending on q and r. Note that A′
p · Λ′

p is a free
A′

p-submodule of rank r′ (see, e.g., the proof of Proposition 3.3.6). Therefore,
StabGLr′ (F

′
p)(A

′
p ·Λ′

p) is conjugate to GLr′(A
′
p) and a maximal compact subgroup

of GLr′(F
′
p). Hence, if K′

p is not a maximal compact subgroup of GLr′(F
′
p) (i.e.,

(iii) does not hold for p), then Λ′
p ( A′

p · Λ′
p and

[StabGLr′ (F
′
p)(A

′
p · Λ′

p) : K′
p] ≥ C · |k(p)|1/r

because each finite non-trivial Ap-module has at least |k(p)| elements.

Since, for each prime p satisfying (ii), we have K′ = K′
p × K′(p) for some

subgroup K′(p) ⊂ GLr′(F
′ ⊗ Af, p

F ), we conclude that

i(X) ≥ C · |k(p)|n3(X)/r ≥ C · qn3(X)/r,

where n3(X) is the number of primes of F for which (ii) holds, but (iii) does not
hold. If n2 is the number of primes of F , for which (ii) does not hold, then we
conclude

n(X) = n2 + n3(X) ≤ n2 − r · logq(C) + r · logq(i(X)).

This finishes the proof of (a) because n2 is independent of X.

Proof of (b): Let X be a Drinfeld modular subvariety of S with separable
reflex field F ′ over F . We denote the normal closure of the extension F ′/F
by E ′. To give a lower bound for m(X,N) we note that all primes p of F which
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completely split in E ′ satisfy condition (i). We bound the number of such primes
with fixed degree using an effective version of Čebotarev’s theorem.

For the application of Čebotarev’s theorem we fix some notations. We denote
the constant extension degree of E ′/F by n and its geometric extension degree
by k. Since we assumed F to have field of constants Fq, the field of constants of
E ′ is Fqn and k = [E ′/Fqn · F ]. We furthermore fix a separating transcendence
element θ of F/Fq (i.e., an element θ of F such that F/Fq(θ) is finite and
separable) and set d := [F/Fq(θ)].

The effective version of Čebotarev’s theorem in [14] (Proposition 6.4.8) says
that for all i ≥ 1 with n|i∣∣∣∣|Ci(E ′/F )| − qi

ik

∣∣∣∣ < 2

ik

(
(k + g(E ′))qi/2 + k(2g(F ) + 1)qi/4 + g(E ′) + dk

)
where

Ci(E
′/F ) := {p place of F | k(p) = Fqi , p completely splits in E ′ and

p is unramified over Fq(θ)}.

We apply this for all X with predegree D(X) ≥ q4Nr!. Because of n ≤ [E ′/F ] ≤
r!, for these X we have qn ≤ D(X)

1
4N . Therefore there are j ≥ 1 with n|j and

qj < D(X)
1
N and we can define

i := max{j ≥ 1 : n|j, qj < D(X)
1
N }.

Our choice of i ensures that

m(X,N) ≥ |Ci(E ′/F )|.

By our choice of i and X we have qi < D(X)
1
N , qn+i ≥ D(X)

1
N and qn ≤

D(X)
1

4N . Hence we have the bounds

qi < D(X)
1
N , qi =

qn+i

qn
≥ D(X)

3
4N .

Furthermore Lemma 6.3.4 and 6.3.5 imply

g(F ′) ≤ C1 + C2 · logq(D(X)),

g(E ′) ≤ C3 + C4 · g(F ′).

Since d is independent of X and 1 ≤ n, k ≤ r! for all X, the above conclusion
of Čebotarev’s theorem and these bounds imply

m(X,N) ≥ C ′
1 ·D(X)

3
4N

logq(D(X))
−
C ′

2 + C ′
3 logq(D(X))

logq(D(X))

(
D(X)

1
2N +D(X)

1
4N + 1

)
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with C ′
1, C

′
2, C

′
3 > 0 independent of X. On the other hand, our statement (a)

gives the bound
n(X) ≤ C5 + C6 · logq(D(X))

with C5, C6 independent of X. Since x
1

2N (logq(x))
2 = o(x

3
4N ) for x→∞, these

bounds imply the existence of an M > 0 such that m(X,N) > n(X) for all X
with D(X) > M .
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Chapter 7

The André-Oort Conjecture for
Drinfeld modular varieties

7.1 Statement and first reduction

Conjecture 7.1.1 (André-Oort Conjecture for Drinfeld modular varieties). Let
S = SrF,K be a Drinfeld modular variety and Σ a set of special points of S.
Then each irreducible component over C∞ of the Zariski closure of Σ is a special
subvariety of S.

Our main result is the following theorem:

Theorem 7.1.2. Conjecture 7.1.1 is true if the reflex fields of all special points
in Σ are separable over F .

Since the reflex field of a special point in SrF,K is of degree r over F , special
points with inseparable reflex field over F can only occur if r is divisible by
p = char(F ). Hence, Theorem 7.1.2 implies

Corollary 7.1.3. Conjecture 7.1.1 is true if r is not a multiple of p = char(F ).

Theorem 7.1.2 follows from the following crucial statement whose proof we
give in the next section:

Theorem 7.1.4. Let S = SrF,K be a Drinfeld modular variety and Z ⊂ S an
F -irreducible subvariety of S. Suppose that Σ is a set of Drinfeld modular sub-
varieties of S, all of the same dimension d < dimZ and with separable reflex
field over F , whose union is Zariski dense in Z. Then, for almost all X ∈ Σ,
there is a Drinfeld modular subvariety X ′ of S with X ( X ′ ⊂ Z.
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Proposition 7.1.5. Theorem 7.1.4 implies Theorem 7.1.2.

Proof of Proposition 7.1.5. Theorem 7.1.2 can be seen as a special case of the
following more general statement:

Proposition 7.1.6. Let S be a Drinfeld modular variety and Z ⊂ S an F -
irreducible subvariety. Suppose that Σ is a set of Drinfeld modular subvarieties
of S, all of the same dimension d ≤ dimZ and with separable reflex field over F ,
whose union is Zariski dense in Z. Then each irreducible component of Z over
C∞ is a special subvariety.

Indeed, Proposition 7.1.6 for d = 0 implies Theorem 7.1.2:

Assume that Y is an irreducible component over C∞ of the Zariski closure of
a set Σ of special points of a Drinfeld modular variety S = SrF,K with separable
reflex field over F . Note that each special point in Σ is defined over the separable
closure F sep of F because it is an irreducible component over C∞ of a Drinfeld
modular subvariety of dimension 0 defined over a separable extension of F .
Therefore, the Zariski closure of Σ and hence Y are also defined over F sep. We
set Z := Gal(F sep/F ) · Y . This is a finite union of Galois conjugates of Y over
F because Y is defined over some finite separable extension of F (as variety
defined over F sep). By Proposition 0.2.2, the subvariety Z ⊂ S is F -irreducible.

Let now Σ′ be the set of special points in Σ contained in Y and Σ′′ the union
of the Gal(F sep/F )-conjugates of the elements of Σ′. By our assumption, the
Zariski closure of Σ′ is equal to Y and the Zariski closure of Σ′′ is Z.

Note that Σ′′ is a union of Drinfeld modular subvarieties of dimension 0 with
separable reflex field over F . Indeed, for a geometric point p ∈ Σ′′, there is a σ ∈
Gal(F sep/F ) with p = σ(q) ⊂ σ(Gal(F sep/F ′) · q) for some special point q ∈ Σ′

with reflex field F ′. Since q is a special point with reflex field F ′, Corollary 2.3.6
implies that the F ′-irreducible subvariety Gal(F sep/F ′) · q of S is a Drinfeld
modular subvariety. Hence by Proposition 2.2.17, σ(Gal(F sep/F ′) · q) ⊂ Σ′′ is a
Drinfeld modular subvariety with separable reflex field σ(F ′) over F .

So Proposition 7.1.6 for d = 0 implies that all irreducible components of
Z over C∞ and in particular Y are special subvarieties of S. Hence, Propo-
sition 7.1.6 for d = 0 implies Theorem 7.1.2. It remains to show that Theo-
rem 7.1.4 implies Proposition 7.1.6:

Proof of Proposition 7.1.6 assuming Theorem 7.1.4. We give a proof by
descending induction over d. For d = dimZ the statement is true because each
irreducible component of Z over C∞ must be an irreducible component over C∞
of a Drinfeld modular subvariety lying in Σ.
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So we let 0 ≤ d < dimZ and assume that Proposition 7.1.6 is true for d′

with d < d′ ≤ dimZ. By Theorem 7.1.4, there is a finite subset Σ̃ ⊂ Σ such that
for all X ∈ Σ \ Σ̃, there is a Drinfeld modular subvariety X ′ with X ( X ′ ⊂ Z.
We denote the set of these Drinfeld modular subvarieties X ′ by Σ′.

Since the union of the finitely many elements of Σ̃ is Zariski closed of dimen-
sion d < dimZ, the union of the Drinfeld modular subvarieties in Σ \ Σ̃ is still
Zariski dense in Z. Therefore, the union of all subvarieties in Σ′ is also Zariski
dense in Z.

Note that Proposition 2.2.10 implies that all elements X ′ of Σ′ are of dimen-
sion d′ > d. Therefore there is a d′ with d < d′ ≤ dimZ such that the Zariski
closure of the union of all subvarieties of dimension d′ in Σ′ is of codimension 0
in Z. We let Σ′′ be the set of all Gal(F sep/F )-conjugates of the subvarieties of
dimension d′ in Σ′. Since Z is F -irreducible, this is a set of Drinfeld modular
subvarieties of S, all of the same dimension d′ > d, whose union is Zariski dense
in Z. Hence, we can apply the induction hypothesis and conclude that each
irreducible component of Z over C∞ is special.

7.2 Inductive proof in the separable case

The proof of Theorem 7.1.4 requires the results from Section 6.3 about the
existence of good primes and the following theorem. We first give an inductive
proof of the latter theorem using our results about existence of suitable Hecke
correspondences from Section 6.2 and our geometric criterion in Theorem 5.1.3.

Theorem 7.2.1. Let S = SrF,K be a Drinfeld modular variety and X ⊂ S
a Drinfeld modular subvariety over F which is contained in an F -irreducible
subvariety Z ⊂ S with dimZ > dimX. Suppose that p is a good prime for
X ⊂ S and

deg(X) > |k(p)|(r−1)·(2s−1) · deg(Z)2s

for s := dimZ − dimX. Then there is a Drinfeld modular subvariety X ′ of S
with X ( X ′ ⊂ Z.

Remark: The degree deg(X) makes sense here because K is amply small
by condition (i) in Definition 6.1.2.

Proof. In this proof, by “irreducible component” we always mean an irreducible
component over C∞. We assume thatX = ιF

′

F, b(S
r′

F ′,K′). Note that F
′ is separable

over F by the remark after Definition 6.1.2.

We prove the following statements for all n ≥ 1:
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(i) If the theorem is true for s = n and Z Hodge-generic (i.e., all irreducible
components of Z do not lie in a proper Drinfeld modular subvariety of S,
see Definition 5.1.2), then it is true for s = n and general Z.

(ii) If the theorem is true for all s with 1 ≤ s < n and general Z, then it is
true for s = n and Z Hodge-generic.

These two statements imply the theorem by induction over s.

Proof of (i): We assume that the theorem is true for s = n and Z Hodge-
generic and have to show that it is true for s = n if Z is not Hodge-generic. In
this case, there is an irreducible component of Z which is contained in a proper
Drinfeld modular subvariety of S. Since Gal(F sep/F ) acts transitively on the
irreducible components of Z by the F -irreduciblity of Z (Proposition 0.2.2) and
Gal(F sep/F ) acts on the set of Drinfeld modular subvarieties of S (Proposition
2.2.17), also the other irreducible components of Z are contained in a proper
Drinfeld modular subvariety of S. In particular, this is the case for some chosen
irreducible component Z ′ of Z which contains an irreducible component V of X.

We now consider a minimal Drinfeld modular subvariety Y = ιF
′′

F, b′(S
r′′

F ′′,K′′)
of S with Z ′ ⊂ Y ( S. By Proposition 2.2.10, the reflex field F ′′ of Y is
contained in F ′ and is therefore also separable over F . Since Y is defined over F ′′,
the F ′′-irreducible component Z ′′ := Gal(F sep/F ′′) · Z ′ of Z is contained in Y .
Furthermore, the F ′-irreducibility of X (see Corollary 2.3.6) implies

X = Gal(F sep/F ′) · V ⊂ Gal(F sep/F ′′) · V ⊂ Gal(F sep/F ′′) · Z ′ = Z ′′ ⊂ Y.

We now set X̃ := (ιF
′′

F, b′)
−1(X) and Z̃ := (ιF

′′

F, b′)
−1(Z ′′). These are subvarieties of

Sr
′′

F ′′,K′′ with

X̃ ⊂ Z̃ ⊂ Sr
′′

F ′′,K′′ .

and
dim Z̃ − dim X̃ = dimZ − dimX = n.

The subvariety Z̃ = (ιF
′′

F, b′)
−1(Z ′′) is F ′′-irreducible because Z ′′ ⊂ ιF

′′

F, b′(S
r′′

F ′′,K′′)

is F ′′-irreducible and ιF
′′

F, b′ is a closed immersion defined over F ′′ by Proposi-
tion 2.2.2.

By Corollary 2.2.11 and minimality of Y , the subvariety Z̃ ⊂ Sr
′′

F ′′,K′′ is

Hodge-generic and X̃ is a Drinfeld modular subvariety of Sr
′′

F ′′,K′′ with separable
reflex field F ′ over F ′′. Furthermore, by Proposition 6.1.3, there is a prime p′′

of F ′′ above p with k(p) = k(p′′) such that p′′ is good for X̃ ⊂ Sr
′′

F ′′,K′′ .

Proposition 3.2.3 (ii) implies

deg X̃ = degX,

deg Z̃ = degZ ′′ ≤ degZ.
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Because of k(p) = k(p′′) and r′′ < r the assumption

deg(X̃) > |k(p′′)|(r′′−1)·(2n−1) · deg(Z̃)2n

is satisfied. So if Theorem 7.2.1 is true for Z Hodge-generic and s = n then
there is a Drinfeld modular subvariety X̃ ′ of Sr

′′

F ′′,K′′ with X̃ ( X̃ ′ ⊂ Z̃ and

X ′ := ιF
′′

F, b′(X̃
′) is the desired Drinfeld modular subvariety of S with X ( X ′ ⊂

Z. This concludes the proof of (i).

Proof of (ii): We assume that the theorem is true for all s with 1 ≤ s < n
and have to show that it is true for Z Hodge-generic and dimZ − dimX = n.
Since p is a good prime for X, we can apply Theorem 6.2.2 and find a g ∈
GLr(Af

F ) with the following properties:

(a) X ⊂ TgX,

(b) deg Tg = [K : K ∩ g−1Kg] = |k(p)|r−1,

(c) For all k1, k2 ∈ Kp, the cyclic subgroup of PGLr(Fp) generated by the
image of k1 · gp · k2 is unbounded.

Because of (a) and X ⊂ Z we have

X ⊂ Z ∩ TgZ.

Lemma 3.2.5 together with Proposition 3.2.3 and property (b) of our g ∈
GLr(Af

F ) give us the upper bound

deg(Z ∩ TgZ) ≤ degZ · deg TgZ ≤ (degZ)2 · deg Tg = (degZ)2 · |k(p)|r−1.

With the assumption on degX and n = dimZ − dimX ≥ 1 we conclude

degX > |k(p)|(r−1)·(2n−1) · deg(Z)2n ≥ deg(Z ∩ TgZ).

Therefore X cannot be a union of irreducible components of Z∩TgZ. Note that
Z ∩ TgZ is defined over F , hence also over the reflex field F ′ of X. Since X is
F ′-irreducible, there is an F ′-irreducible component Y ′ of Z∩TgZ with X ⊂ Y ′.
We have X ( Y ′ because X is not a union of irreducible components (over C∞)
of Z ∩ TgZ.

Now we set Y := Gal(F sep/F ) · Y ′. This is an F -irreducible component of
Z ∩ TgZ which contains X with dimX < dimY . We distinguish two cases:

Case 1: Y = Z
Because of Y ⊂ Z∩TgZ this is only possible if Z ⊂ TgZ. Since Z is F -irreducible
and Hodge-generic, property (c) from above holds and K is amply small, we can
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apply our geometric criterion (Theorem 5.1.3) and conclude that Z = S. So
X ′ := Z = S satisfies the conclusion of the theorem.

Case 2: Y ( Z
Set s′ := dimY − dimX. Since Y and Z are F -irreducible, we have 1 ≤ s′ <
n = dimZ − dimX. Hence, by our assumption, we can apply the theorem to
X ⊂ Y ⊂ S and the prime p provided that the inequality of degrees

degX > |k(p)|(r−1)·(2s′−1) · deg(Y )2
s′

holds.

To check the latter, note that Y is a union of irreducible components (over
C∞) of Z ∩ TgZ because it is an F -irreducible component of Z ∩ TgZ, whence

deg Y ≤ deg(Z ∩ TgZ) ≤ |k(p)|r−1 · (degZ)2.

Therefore we indeed have

|k(p)|(r−1)·(2s′−1) · deg(Y )2
s′ ≤ |k(p)|(r−1)·(2n−1−1) · deg(Y )2

n−1

≤ |k(p)|(r−1)·(2n−1−1) · |k(p)|(r−1)·2n−1 · (degZ)2n

= |k(p)|(r−1)·(2n−1) · (degZ)2n < degX.

So we find a Drinfeld modular subvariety X ′ of S with X ( X ′ ⊂ Y ⊂ Z as
desired.

Proof of Theorem 7.1.4. We first reduce ourselves to the case that K is amply
small. If K is not amply small, there is a amply small open subgroup L ⊂ K
with corresponding canonical projection π1 : SrF,L → SrF,K. We choose an F -

irreducible component Z̃ of π−1
1 (Z) with dimZ = dim Z̃ and set

Σ̃ := {X̃ ⊂ Z̃ F ′-irreducible component of π−1
1 (X) |X ∈ Σ with reflex field F ′}.

Since Drinfeld modular subvarieties with reflex field F ′ are F ′-irreducible by
Corollary 2.3.6, all X̃ ∈ Σ̃ are Drinfeld modular subvarieties of SrF,L by Lemma

2.2.8. They are all contained in Z̃ and their union is Zariski dense in Z̃ by our
assumption on Σ. If Theorem 7.1.4 is true for K amply small, we conclude that
for almost all X̃ ∈ Σ̃, there is a Drinfeld modular subvariety X̃ ′ of SrF,L with

X̃ ( X̃ ′ ⊂ Z̃. For such an X̃ ′, again by Lemma 2.2.8, X ′ := π1(X̃ ′) is a Drinfeld
modular subvariety of SrF,K. Hence for almost all X ∈ Σ, there is a Drinfeld
modular subvariety X ′ with X ( X ′ ⊂ Z.

So we now assume that K is amply small. By Theorem 6.3.3 with N =
2(r−1) ·(2s−1)+r2 ·2s+1 for s := dimZ−d, for almost all X = ιF

′

F, b(S
r′

F ′,K′) ∈ Σ,
there exists a prime p of F with the properties
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(i) there is a prime p′ of F ′ above p with local degree [F ′
p′/Fp] = 1,

(ii) K = Kp × K(p) with Kp ⊂ GLr(Fp) a maximal compact subgroup and

K(p) ⊂ GLr(Af, p
F ),

(iii) K′
p := (bpKpb

−1
p ) ∩GLr′(F

′
p) is a maximal compact subgroup of GLr′(F

′
p),

(iv) |k(p)|2(r−1)·(2s−1)+r2·2s+1
< D(X) for s := dimZ − d.

Furthermore, by Theorem 3.3.2 we have

(v) D(X) > deg(Z)2
s+1

C2

for almost all X ∈ Σ with C the constant from Proposition 3.3.1.

By Proposition 6.3.1, for all X = ιF
′

F, b(S
r′

F ′,K′) and p with (i)-(v) there is a

subgroup K̃ ⊂ K and a Drinfeld modular subvariety X̃ ⊂ Sr
F,K̃ such that

(vi) π1(X̃) = X for the canonical projection π1 : S
r
F,K̃ → SrF,K,

(vii) p is good for X̃ ⊂ Sr
F,K̃,

(viii) [K : K̃] < |k(p)|r2 .

Furthermore, for such an X̃ ⊂ Sr
F,K̃, we choose an F -irreducible component Z̃

of π−1
1 (Z) with X̃ ⊂ Z̃. Since π1 is finite of degree [K : K̃] by Theorem 2.1.1,

we have dim Z̃ = dimZ > dimX = dim X̃ and

deg Z̃ ≤ deg π−1
1 Z = [K : K̃] · degZ < |k(p)|r2 · degZ,

deg X̃ ≥ deg π1(X̃) = degX

by Proposition 3.2.3. Therefore, using Proposition 3.3.1, we get the inequality

deg X̃ ≥ degX ≥ C ·D(X) = D(X)1/2 · (C ·D(X)1/2)
(iv),(v)
> |k(p)|(r−1)·(2s−1)+r2·2s · deg(Z)2s ≥ |k(p)|(r−1)·(2s−1) · deg(Z̃)2s .

Therefore X̃ ⊂ Z̃ ⊂ Sr
F,K̃ together with p satisfy the assumptions of Theo-

rem 7.2.1. So we find a Drinfeld modular subvariety X̃ ′ of Sr
F,K̃ with

X̃ ( X̃ ′ ⊂ Z̃ and X ′ := π1(X̃ ′) is a Drinfeld modular subvariety of SrF,K with
X ( X ′ ⊂ Z.
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[21] U. Görtz, T. Wedhorn. Algebraic Geometry 1: Schemes. With Examples
and Exercises. Vieweg+Teubner Verlag, 2010.

[22] R. Hartshorne. Algebraic geometry. Graduate Texts in Mathematics 52,
Springer-Verlag, 1977.

[23] G. J. van der Heiden. Weil pairing for Drinfeld modules. Monatsh. Math.
143 (2004), no. 2, 115–143.
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